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In our information-driven web-based society, we are all gradually falling victims to information overload [9]. However, while sighted people are finding ways to sift through information faster, computer users who are blind are experiencing an even greater information overload. These users access computers and Internet using screen-reader software, which reads the information on a computer screen sequentially using computer-generated speech through an audio interface and allows users to navigate using keyboard shortcuts or gestures. This interface does not give them an opportunity to know what content to skip and what to listen to. So, they either listen to all of the content or listen to the first part of each sentence/paragraph before they skip to the next one. In this dissertation, I investigate and develop methods for non-visual skimming that will empower visually impaired users to access digitized information significantly faster and, thus, reduce the cognitive load associated with non-visual browsing.

Visual skimming involves quickly looking through content while picking out words and phrases that are emphasized visually and/or carry the most meaning. My preliminary user study with 20 visually impaired participants who were blind has shown that users were able to skim and comprehend text much better if the summary included connected word phrases, as opposed to separate unrelated words, e.g., “hands down” instead of “hands”.

In this dissertation, I investigate the techniques employed by sighted users to skim web content, and design algorithmic methods to enable a computer-assisted skimming experience for screen-reader users. I design and evaluate algorithms for generating variable-length summaries to support skimming text at different levels of granularity and speed. I also design and evaluate a touch-based and shortcut driven screen-reader interfaces to support non-visual skimming. I have used participatory design approaches to devise all user interfaces. I conducted controlled and in-situ real-world experiments to evaluate the approach and interfaces. The Major contributions of this thesis include: 1) novel interfaces for non-visual skimming on regular computers and touch-screen devices; 2) novel computer algorithms that support skimming interfaces.
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Preface

**Introductory sections:** In Section 1 I give motivation of my dissertation, the problem statement and overview of the solution with a description of a realistic user scenario. In Section 2 I present a broad overview of the related work.

**Research on Fast Navigation:** Section 3 gives the detailed description of the user study I did and the hypotheses I proved as a part of my solution. In summary, I evaluated the utility of non-visual skimming and analyzed existing approaches to gain insight of how to design non-visual skimming algorithm.

**Research on Algorithm of Non-Visual Skimming:** In Section 4, I discuss my non-visual skimming algorithm (Section 4.2) and a shortcut based skimming interface, I designed. I also provide detailed description of both the experimental and user evaluation (Section 4.3, 4.4) of this algorithm and interface.

**Research on Variable size Skimming using Touch Interface:** In Section 5, first I talk about the enhancement of the non-visual skimming algorithm to support variable size/speed skimming (Section 5.1). Then I introduce the touch interface as a potential interface for variable speed skimming (Section 5.2). Afterwards for both topics, I give a detail design of the user evaluation done in realistic scenarios to prove the effectiveness of Non-Visual skimming with a touch interface supported by variable speed skimming.

**Concluding Sections:** Finally in Section 6, I summarize the contributions of this dissertation. I propose future directions of research and convey a general note on web accessibility research. A full list of cited works is given in Section 7.
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1. INTRODUCTION

1.1. Problem Statement

The Web has permeated many aspects of our lives and has become essential for obtaining and exchanging information, paying bills, shopping, banking, making travel arrangements, applying for college or employment, connecting with others, participating in civic activities, etc. The utility of the Web is even greater for people with vision impairments who once required human assistance with most of these simple activities, and who can now do them independently on the Web.

To provide some background on the size of the target population who can benefit from the Web, according to the World Health Organization, there are 285 million people with vision impairments worldwide – 39 million blind and 246 million with low vision [83]. According to the American Foundation for the Blind, there are over 25 million Americans with severe vision loss who have trouble seeing even when wearing glasses; the same source reports that 196,000 of these Americans use the Internet [2].

Since the inception of the Web, researchers and practitioners have been working on screen-reading technology to make the Web more accessible to blind people [18, 25, 69]. Screen readers (e.g., JAWS [43], Window-Eyes [84], VoiceOver [80], SuperNova [77], NVDA [61]) are assistive technology tools that narrate the content of the screen using text-to-speech. Screen readers typically allow users to navigate within web pages back and forth if web content is properly marked up by HTML tags for headings, paragraphs, links, buttons, etc. The introduction of touch-screen devices such as iPhones, has enabled blind people to listen to the content that they touch, e.g., as the user is sliding a finger over the surface of the touch screen, VoiceOver screen reader [80] starts reading the content of the HTML element touched by the finger. Although screen readers enabled blind people to access web content, a large gap remains between the ways blind and sighted people interact with that content.
When sighted people look at a web page, they can get a quick overview of the page and find what they need. The structure and formatting of web pages further help sighted people find the information relevant to their goals. In content rich web pages, this still leaves lot of text to read through, imposing a *heavy cognitive load*. But, again, sighted people can selectively glance over the content, read slower or faster, skip content, pick out snippets of information such as names, dates, noun and verb phrases, etc. This allows sighted people to get the gist of the content and find the information they are looking for much faster, reducing the cognitive load. The process of quickly glancing over the content is called skimming.

*Skimming* [19, 51] is a speed-reading technique that allows sighted readers to get a general idea of the content and sift through information very quickly, without reading the entire content and, most importantly, without sacrificing basic understanding of the content. Skimming is also very useful while searching for specific information, especially, when keyword searching is not possible, for example, because the user does not know the exact keywords to search for. Unfortunately, due to the way screen-reading software works, the effectiveness of “skimming” available to people who are blind does not come anywhere close.

Because of the low bandwidth of the serial audio interface and because one has to hear the information before deciding if it is important, people who are blind read through significantly more content and spend considerably more time identifying the information they need [12]. In our preliminary user study with 20 screen-reader users, we have confirmed that increasing the speech rate and using shortcuts are the *only* strategies screen-reader users employ to skim through web pages. However, we found that newly blind people and older adults are much worse at understanding faster speech rate (similar results are reported in [76]). Having found the article in a web page, screen-reader users only use shortcuts to scan through the beginning of every line, sentence, or paragraph. Unfortunately, these functions are not equivalent to the ability to skim through information, and these strategies are no match to visual web browsing [31].

All of our 20 subjects wished there was a way to read and skim through information faster. Those who acquired blindness later in life said they were really missing the ability to skim, but they found the screen-reader support of skimming to be inadequate. The JAWS screen reader [43] has a naïve implementation of “skimming” [72] that allows users to read the 1st line or the 1st sentence of each paragraph, which is, essentially, equivalent to using shortcuts. It also lets users specify regular expressions and then listen to the content that matches those expressions.
However, twenty experienced JAWS users we interviewed either did not know about the JAWS skimming feature or considered it “inconvenient” and/or “useless.” The users who were familiar with VoiceOver’s touch interface said it was useful in that it gave them access to the two-dimensional layout of the web page, but it did not enable skimming any better.

1.2. Proposed Solution

Despite the fact that screen readers have enabled blind people to access the Web, screen-readers do little to save users’ time. A lot of research has been done to help find main content in web pages [5, 11, 13, 14, 40, 55] and avoid having to listen through irrelevant content such as links and ads. However, very little research has been done to help blind screen-reader users process information faster. Because more and more information is becoming available on the Web, there is a pressing need for an assistive technology that can facilitate effective information processing for screen-reader users.

The goal of this research is to enable blind people to read web content faster with the help of non-visual skimming. Just as visual skimming helps sighted people, non-visual skimming will enable blind people to go through content two, three, four times faster than they presently can with the state-of-the-art assistive technologies. While rapid eye movements (saccades) help sighted people pick out bits and pieces of information, non-visual skimming will be enabled through intelligent algorithms that will identify the most salient information for blind people. Just as sighted people, screen-reader users will be able to speed up and slow down the process of skimming depending on the desired information density.

I envision that non-visual skimming can be made available both in regular screen-reader and touch-screen interfaces; this will enable people who are blind to control the process of skimming either by pressing keyboard shortcuts or by dragging a finger on the surface of a touchpad, tablet, or a smart-phone.
1.3. Use Scenario

Mary is a successful college student who maintains good grades despite the fact that she is legally blind. She has just enough sight to see people around her, but she cannot use computers without screen-reading software. Just as any student these days, Mary is overloaded with information; she constantly needs to look up reading material online, use the Blackboard [1] website to access homework assignments, use the online message board, keep up with the news, etc. The secret to her success, as well as having enough time to do her homework and still finding time to sleep is... non-visual skimming!

Truth be told, Mary could access computers rather well with screen readers even before skimming. Since she started using screen readers, she got used to listening to synthesized speech at three times the normal speech rate, and she got very proficient with different shortcuts allowing her to jump through headings, links, etc. Yet, she often had to stay up late to finish her homework due to the sheer volume of information she had to go through... until non-visual skimming became ubiquitous in screen readers.

Non-visual skimming empowers Mary to read through and search for information much faster on her laptop, her tablet, or her smart phone. She does her homework on her laptop, where she uses keyboard shortcuts control the speed of skimming. Between classes, she quickly revises reading materials on her tablet by dragging the finger on the screen at different speed of skimming. Even in her commute, Mary can skims web pages on her smart-phone with gestures – the faster she swipes the faster she can read.

Skimming helps her brush through different sections of web pages and skim through main content. Whenever Mary needs to scan through text, she starts skimming, and listens to snippets of information that help Mary get the gist of the content. While skimming, she can control the density of information and switch between skimming and regular reading. Whenever Mary needs to revise what she read before, she skims at 4 times the speed. Mary also finds skimming very useful when she knows what information she is looking for, but she cannot just do a keyword search for it. In such cases, she saves herself a lot of time by scanning the text at 10 times the speed. But the most important thing that skimming does for Mary is help her be more productive and compete with her sighted peers on equal footing.
2. RELATED WORK

2.1. Overview of Skimming

People typically read for enjoyment, to search for information, to complete a task, or to explore/review text [51]. Whatever the specific purpose of reading may be, in our information-driven society, people are faced with large volumes of information that they need to process. Cognitive overload [48, 78] is a fundamental problem that arises while processing a large volume of information in web pages; this is especially true for people with vision impairments who have to listen through most of web content in a sequential manner.

To reduce the cognitive load, sighted people employ a number of different speed-reading techniques (a.k.a. skimming or scanning) [50]. Skimming helps get the gist of the content or find specific information that could not be searched for otherwise. One of the simpler techniques is to look through the illustrations, titles, subtitles, and other visually prominent content. However, this only gives an idea of what the content is about. To gain a deeper understanding of the content one can read the first and/or the last sentence in each paragraph. However, to gain understanding of the content, one has to scan the entire content; more advanced sighted readers can scan through the content catching separate phrases instead of individual words. So without reading every word, advanced readers can get most of the information slowing down or accelerating depending on their information needs. This can often be accomplished by diagonal reading, when the reader moves the eyes diagonally over the content picking out the most important phrases [74].

Unfortunately, assistive technology does not provide people who are blind the ability to efficiently skim through information in a manner that is comparable to that of sighted people.

To simulate the skimming process, one could try to use eye tracking devices to figure out what words and phrases are chosen by the human eye. However, different people develop
different ad hoc approaches to skimming, and there is no guarantee that the words that “catch the eye” are the ones that carry the most meaning. An alternative approach is to look specifically for the words and phrases that help preserve the meaning of the text. This could be accomplished by using automated summarization.

Automated summarization approaches use computer algorithms [67] to condense textual content while preserving its gist. Visual skimming is akin to the extractive summarization, because when people scan the text they take it as it is. Our interviews with 20 screen-reader users also suggested that the extractive summarization approach that preserves the original content is most suitable for enabling non-visual skimming. I next review the existing extractive summarization approaches and explain why they are not suitable for non-visual skimming of web pages.
2.2. Summarization

Summarization is a process of condensing textual content into a shorter version, to help the audience get the gist in a short period of time. Summarization is supposed to highlight important points of the original long content (e.g., article, paper, book, etc.) to give the user the gist of the content, but summarization frequently does not preserve the mood or style of the original text. Automated summarization techniques aim to summarize text with the help of computer algorithms [67].

Unfortunately, summarization alone does not work the same way as skimming. A summary often does not preserve all of the salient content, because, otherwise, the summary will be too long. Using a summary, a blind person can get the gist of the content, but cannot control how much information appears in the summary and has no easy way to get more information. So, after reading a summary, the screen-reader user would often have to read the entire content again to look for missing information. In my research, I am trying to recreate the same experience for the blind people, which is enjoyed by the sighted people while skimming.

Several attempts have been made to use summarization in assistive technology tools. Harper et al. introduced Summate [36] – a summarization tool for blind individuals. Summate is a FireFox-based tool that summarizes web pages and presents the summary in an alert box. Another accessibility tool, AcceSS [63] attempted to simplify and summarize the web contents for web users. AcceSS did simplification by removing the clutter and retaining the important sections to give the user a preview of the page. Researchers at Oxford Brookes University have built a Web navigation tool called BrookesTalk [86] that uses information retrieval techniques to summarize a Web page for quick orientation. While these tools gave screen-reader users the ability to preview content, they have not given the blind users the ability to skim and switch between the summary and the original content easily.

Broadly, there are two main types of summarization techniques: summarization by extraction and summarization by abstraction. In short, extraction deals with picking out the most salient sentences or phrases from the original text [6, 29, 31], and abstraction is compressing sentences [8, 22], which involves paraphrasing the existing content, for example by automatically filling
out a template [53]. Most of the existing summarization techniques [23, 27, 32, 53, 85, 88] use one or both of these two techniques.

Because visual skimming involves “extracting” salient content with one’s eyes, the extractive summarization appears to be the most suitable technique to support computerized skimming. Evaluation and comparison of the existing approaches to extractive summarization was not in the scope of this research, instead, I focused on confirming that non-visual skimming was useful for screen-reader users. Because I did not want shortcomings of the existing summarization technique to affect the results, I used human-generated summaries to identify the qualities of the ideal automated skimming approach.
2.3. Extractive Summarization Approaches

There are two main approaches that is dominating extractive summarization. Linguistic analysis and the use of term statistics was main focus while summarizing scientific documents. The other approach is the use of artificial intelligence, which utilizes knowledge-based methods for compressing information. The field has seen a lot of progress in the last decade, although there are a number of unsolved issues in extractive methods. In addition the natural language processing, the use of machine learning techniques where summarization models are trained from text corpus which contains huge number of documents and their summaries, greatly accelerated the advancement of extractive summarization. Now there are real-world systems which are able to summarize meetings [81], news broadcasts [59], the medical documents [26], and create biographies [73]. There are domain specific summarization systems as well. A sentence extraction based automatic summarization technique [38] targeted to make abstracts from presentations, proposes to a method using sentence location. They used latent semantic analysis to find the relevant and important sentences in a document which gives good results, but the processing time of the system is slow because of the time complexity of SVD decomposition. Companies like InXight, IBM, SRA, etc. made summarization products commercially available.

2.3.1. Summarization by Sentence Extraction

The majority of the existing extractive summarization approaches are doing sentence extraction [8, 20, 31, 36]. Such approaches typically analyze the entire text and examine the relationship between sentences to find the ones that have the most meaning or are very different from the rest of the text. JAWS screen reader [43] has a “skimming” feature [44] allowing users to read the 1st sentence or a line of each paragraph of text.

While sentence extraction can help get a general overview of text, this approach cannot enable skimming, in which the reader scans through all or most of the sentences picking out the most salient words and phrases. Sentence extraction leaves out most of the original content, which makes it unusable for scanning for information that cannot be found without reading the text, e.g., when keyword search is not possible due to unknown keywords. Sentence extraction
assumes coherent text and will not work in web pages, where there is unrelated content, e.g., in front pages of news sites. Therefore, keyword extraction approaches appear to be the only ones suitable for non-visual skimming of web pages.

I next examine the most relevant extraction approaches to determine if they can support a non-visual skimming interface.

2.3.2. Summarization by Keyword Extraction

In [86], the summary is constructed by extracting word trigrams that frequently occur in the entire document. This approach does not pick words from each sentence and needs long documents.

In [52] the author presents a keyword extraction approach based on the analysis of a whole document. The approach builds a tree where nodes represent words and edges represent order relationships. Higher weights are given to the words that have higher number of incoming edges, number of outgoing edges, frequency and tf-idf (term frequency multiplied by inverse document frequency) score. Finally, individual keywords that have the highest weights are extracted into the summary.

In [39], the authors build separate graphs for each sentence and weigh each vertex based on the word and structural dependencies within a sentence, as well as word frequency in the entire document. The summary is generated by selection of top ranked words. The compression of the summary depends on the predefined percent value.

An interesting relation-driven summarization algorithm is proposed in [42]. Authors describe three main stages: 1) concept activation, during which they reject the unimportant parts of the document and divide content words into two groups “triggers” and “filters”, 2) segmentation, during which they pick the words related to the words defined as “triggers” and decide which of those words should be skipped, and 3) identification of linguistic relations among the words, which helps to extract coherent phrases. Finally, the algorithm removes even more words, and
what remains is the summary. While the description of the algorithm is sketchy, I can see that the algorithm runs over a full document and does not guarantee coverage of each sentence.

While these all are viable summarization approaches for many applications, none of these is suitable for generating summaries that can simulate skimming. The major limitation of the reviewed approaches is that they all heavily rely on word frequency, which is a meaningful feature only when summarizing long documents. Unfortunately, the content of web pages is predominantly short. For instance, front pages of news sites typically have a number of short snippets each containing a headline followed by a few sentences from the linked articles; the articles themselves often contain only one long or a few short paragraphs.

In addition, most of the reviewed approaches do not offer any guarantees that keywords will be extracted from every sentence. Some of them do not preserve the original order of the text or extract separate words instead of word phrases. All of these were the important criteria that I identified in my preliminary studies with people who are blind. Our subjects were able to understand the gist of the content much better when they were presented word combinations as opposed to separate words, and they did not want information to be skipped or presented out of order.

To overcome the problems listed above, a different summarization approach was needed to support the non-visual skimming interface. The desired approach should be able to summarize one sentence at a time without the dependence on the entire document, extract meaningful words and word combinations from every sentence, and preserve the original order of the extracted text. In this research, I propose a skimming algorithm that satisfies these criteria.
2.4. Skimming in Accessibility

During our study, a number of blind subjects said they wished they could skim content. Unlike sighted users, blind people have to use screen readers to access computer content. Screen readers have come a long way from simple screen reading to intelligent content analysis that can segment web pages, categorize web objects by type, and offer the layered interface to navigate them [11, 18, 80]. However, screen readers still do not offer adequate support of skimming. So far, other than JAWS, no screen reader claims to support skimming. Also, Apple’s VoiceOver [80] has several features that are relevant to skimming.

JAWS screen reader [43] has a feature which lets user create their own rules (regular expressions) for skimming. The rules basically tell JAWS to read certain pattern in article. Obviously the same rule cannot be always applied to all kinds of texts because same information can be presented in different patterns. In our interviews, however, screen-reader users said that JAWS skimming “was not useful,” that JAWS skimming “was not enough to look into the content of an article,” and that it was similar to the paragraph navigation feature which was used for a different purpose and with a different name.

VoiceOver (VO) screen reader [80] has a user friendly accessible interface for interacting with the screen content. VO has a number of features that enable users to read faster, however, none of them can be called skimming. VO allows users to drag a finger over the screen and listen to the content under the finger. In [5] Ahmed et al. mentioned granularity issues in VO’s “dragging interface” and pointed out that there was no way to ensure that content was read sequentially. While this feature could, in theory, be used for skimming, currently VO simply reads the content under the finger without trying to determine how important that content is. VoiceOver, just like Hearsay[11], provides a layered view on web content allowing users to access elements of a particular type (e.g., headings, links, images, etc.). While this feature could give an overview of the content, it does not resemble real skimming.

SpeechSkimmer is a tool for audio skimming [7] which presents techniques for segmenting audio recordings and built a prototype for skimming speech. They exploit the properties of spontaneous speech and extract the salient parts of audio speech. The user interface was design decisions were made based upon observations and interviews [45] done by the members of
Speech Research Group. This work also reviews familiar systems that provide browsing or speech summarization features. They used time compression and speech detection techniques in SpeechSkimmer with a review on “pauses” and time compressed speech.

Based on our interviews with screen-reader users, none of the assistive technologies have adequate support of skimming. As a result, screen-reader users try to use regular screen-reader navigation shortcuts to simulate skimming, as was confirmed during our user study. Unfortunately, as I show in our experiments, such ad hoc skimming does not prove to be particularly effective.
2.5. The Need for Accessible Skimming

Our review of literature, as well as personal experience have shown that sighted people employ numerous speed-reading techniques; sighted readers can scan text with their eyes and pick out salient sentences and phrases that help the readers get the gist of the content. Assistive technology does not provide adequate support of skimming that would allow blind people to skim with efficiency comparable to that of sighted people. Summarization by itself does not satisfy the need for skimming; for screen-reader users, reading a summary is more like reading a separate, albeit shorter, narrative. I am not aware of any interfaces that maintain the connection between a summary and the original text – the feature that would allow the screen-reader user to switch seamlessly between them. Based on our interviews with screen-reader users, extractive summarization techniques that preserve the original content appear to be the best match for enabling the skimming interface. The design of an appropriate summarization approach is the subject of section 4 that is informed by the experiments described in sections 4.3 and 4.4.
3. FASTER NAVIGATION WITH SKIMMING

3.1. Design and Evaluation of Accessible Skimming

I have conducted two user studies in order to verify the utility of skimming and evaluate my skimming interface. In the first study, 12 sighted subjects were asked to create gold-standard summaries of several articles, i.e. manually summarize the articles. In the second study, 20 blind subjects were asked to use the skimming interface to do two realistic tasks (listening and comprehension and searching for information) with and without the skimming interface.

3.1.1. Generating Gold-Standard Summaries

The quality of automated summarization is gradually approaching that of humans [67, 87]. However, to enable and evaluate the proposed skimming interface without committing to a particular automated summarization technique, we employed human-based summarization. By using sighted subjects to manually produce gold-standard summaries of articles, I was able to guarantee that the results of our experiments would not be affected by the shortcomings of a particular summarization method.

3.1.1.1. Participants

To generate the gold summaries, we recruited 12 sighted participants. All of them were college-educated and were fluent in English.

3.1.1.2. Experimental setup

We collected 6 news articles on different topics with 5-6 paragraphs in each of the articles on average. Each of the 12 sighted participants was asked to summarize 2 articles, thus, generating 4 gold-standard summaries for each article.
Since the purpose of skimming was to pick out the most salient information without rephrasing the original content, we stipulated that the subjects use extractive summarization. Since the point of skimming was to save time to the end users by presenting less information, we set the upper bound on the length of the summary to 1/3 of the original content. However, we did not want to dictate how exactly to do summarization, so each participant was provided only with the following “loose” guidelines:

- Each sentence is to be summarized separately;
- The summary may only include words and phrases found in the summarized sentence;
- Words in the summary should be in the same order they appear in the original text;
- The length of the summary should be no more than one third of the length of the original article;
- Summaries should be as informative as possible.

3.1.1.3. Results and Analysis

Sighted human subjects generated 4 gold-standard summaries for each of the 6 articles. Because of the loose guidelines, subjects generated summaries of variable length choosing different words. Specifically, some summaries were composed of mostly nouns, others also had prepositions, and yet others preserved some verbs, adjectives, and adverbs. Figure 1 shows that in the original text nouns (31%), adjectives (9%), adverbs (4%), verbs (15%) preposition (13%) were the most common parts of speech.

![Figure 1. Parts-of-speech distribution in original text](image-url)
After the gold-standard summarization, the ratios changed: nouns (54%), adjectives (11%), adverbs (11%), verbs (12%), and prepositions (7%), and these were still the most commonly chosen parts of speech (Figure 2).

![Figure 2. Parts-of-speech distribution in gold-standard summaries](image)

This indicates that these parts of speech carried the most meaning in the original text. The “other” category included interjections, pronouns, determiners, predeterminers, etc. In almost all summaries, the punctuation was preserved. We believe this is because punctuation partitions sentences and clauses and helps preserve some of the original semantics.

The analysis of the parts of speech in the gold-standard summaries served as the key to designing the experiments for blind subjects. The results of this experiment prompted us to choose 3 types of summarization to be used in our subsequent experiments. To obtain the three types of summaries, we first merged the 4 gold-standard summaries of each article into a single summary using the following approach: if at least two subjects chose a certain word – we included it in the final summary. We preserved the original word order and punctuation. We, then, created two more types of summaries: one with only nouns and the other with nouns and prepositions. In Table 1, we provide samples of the 3 summaries (passages A, B, and C) for a paragraph (D) taken from a New York Times article [62]. Note the increasing level of detail from one summary to the other.
3.1.2. Skimming in Comprehension and Searching Scenarios

To evaluate accessible skimming, we conducted an extensive user study with 20 blind subjects who used our skimming in listening-and-comprehension, as well as in search scenarios; these two common scenarios, where skimming could be most useful, were selected in informal discussions with blind screen-reader users. We then conducted a user study that demonstrated that accessible skimming improved user efficiency in both scenarios. Furthermore, this study helped obtain both quantitative and qualitative data that further validate the usability and effectiveness of the accessible skimming interface. In this section, we describe the experimental set up and discuss the results of the user study.
3.1.2.1. Participants

Disability Resource Center of Arizona State University helped us to recruit 20 blind subjects who participated in the user study. Gender representation was approximately equal. The ages of participants were evenly distributed and varied from early twenties to late sixties. Four of the subjects considered themselves expert computer users, ten of them were very comfortable and six were comfortable with computers. All subjects were well-versed in the use of screen readers, with JAWS as their primary screen reader. Computer usage was more than 20 hours per week for ten subjects, 11-20 hours per week for seven subjects, 6-10 hours per week for one subject, and 1-5 hours a week for the remaining two subjects.

3.1.2.2. Experimental Setup: Listening-and-Comprehension

When experienced sighted readers want to get a gist of the text, they can quickly scan through the text picking out salient information. To test how well our skimming interface can facilitate speed-reading, we designed an experiment testing how much information our subjects could retain while skimming, compared to regular screen reading as a baseline.

In a within-subjects experiment that had a 4 by 4 cell design, we had each subject listen to 4 different articles using 3 types of summaries A, B, and C, and the full text D (Table 1). We varied the order of the tasks for counterbalancing and to avoid bias.

We considered including a condition that would test the 1st-sentence-of-each-paragraph summary (similar to JAWS skimming), but, after trying it in a pilot study, we concluded that such a summary contained too little information and could not be used effectively in either the listening-and-comprehension or the searching scenarios.

Before the experiment, the subjects were given a sample listening-and-comprehension task to practice with. They were not allowed to use navigation shortcuts in this task. Each task took approximately 10 minutes.

Every task was followed by a set of 10 questions that tested the retention of information. The first question was open-ended and the rest were multiple-choice. The questions we formulated
covered the major points of each article without regard for which content actually appeared in the corresponding gold summary and covered the parts of speech that appeared in the gold summaries: 1 question was on the article topic (i.e. “What is the article about?” – “Twitter”), 4 questions on the nouns (e.g., “What was the name of the tweeter start up” – “Obvious”), 3 questions on the verbs (e.g., “What was twitter used for in Iran?” – “organize protests”), 1 on the numeric values (e.g., “How many people organized Twitter?” – “10”), and 1 on the adjectives/adverbs (e.g., “What kind of interest did Twitter generate?” – “Intense”). We approximately followed the distribution of the parts of speech in the original articles and were consistent in this break-down across all articles.

3.1.2.3. Experimental Setup: Ad-Hoc Searching Scenario

When experienced sighted or blind readers want to find some information in a lengthy text, but cannot search for the exact keywords, they quickly skim the text until they find a relevant passage and then start reading normally. It is also notable that many screen-reader users do not even use the search feature. To assess whether accessible skimming can help in this scenario, we designed an experiment that tested whether the subjects could find the answer to a specific question quickly using accessible skimming vs. their own ad-hoc skimming techniques as the baseline.

In a within-subjects experiment that had a 2 by 2 cell design, we had each subject skim through 2 different articles using the combined gold summary C and the full text D. Throughout the rest of the thesis, we will use the term skimming to mean skimming using gold summary and we will use reading to mean reading of text using regular shortcuts. The conditions were counterbalanced across subjects to avoid bias. Before each task, the subjects were asked a question, the answer to which they had to find in the article. The questions were formulated used different wording than the actual article, so that the subjects could not search for the exact keywords, e.g., “What is the name of the country in which the results of the voting caused riots?” – “Iran.” The subjects were instructed not to try keyword searching.
The answer to the question was contained in the 4th paragraph of each article to increase the time required to find the answer. Having the answer in the beginning of the articles would have caused the users to find the answer equally fast with and without skimming, defeating the purpose of the experiment. Further, we only used one type of summary in this experiment to avoid the learning effect that would have been observed had our subjects figured out that the answer was toward the end of the article. Varying the location of the answer would have increased the variation of the completion times.

In this task, we measured the time it took subjects to reach the sentence that contained the answer to the question, as well as the time needed to understand and give an answer to the question. We also measured the number of keystrokes the subjects pressed to find the answer. Finally, we observed and noted the ad-hoc skimming strategies employed by the subjects while reading the full text. The subjects were given a sample task before the experiment and 5 minutes to practice with the skimming interface. They were allowed to use any navigation shortcuts which they were used to. Each task took approximately 10 minutes.

3.1.2.4. Questionnaires

Following each task in either of the scenarios, the participants were asked to rate the perceived difficulty of the task on a 5-point Likert scale (1=Very Easy to 5=Very Hard) (Figure 4). At the end of the experiments, we read statements about the skimming experience to the subjects and asked them to rate the statements on a 5-point Likert scale (1=Strongly Disagree to 5=Strongly Agree) – Table 2 summarizes the ratings.

3.1.3. Interface for Accessible Skimming

To evaluate the accessible skimming interface, we used Hearsay [11] screen-reading platform. We used IVONA TTS [41] voice “Eric” with speech rate of 180 words per minute. The screen-reader interface enabled subjects to use all the typical navigation shortcuts used by the mainstream screen-readers such as JAWS [43], e.g., paragraph / sentence / word / character navigation, pause / resume, etc. The articles were plain text containing no links or images.
To enable skimming in the searching scenario, we added a new shortcut that allowed users to switch seamlessly between the summary and the original article preserving the current reading position. This feature helped emulate the behavior of experienced sighted readers who usually can scan quickly and then, at any point, slow down to read the text regularly. When switching from the regular screen-reading to the skimming mode, the reading position was reset to the closest preceding word that was in both the original text and the summary. In the searching-with-skimming condition, the subjects could use all navigational shortcuts. The search shortcut was disabled.

3.1.4. Hypotheses and Results

To test the two general hypotheses proposed in the introduction, we formulated a series of specific hypotheses that we accepted or rejected based on the statistical significance testing. In this section we provide the details and the results on all tested hypotheses. Also we present the results of the analysis of the post-completion questionnaire.

We considered statistical significance level of alpha = 0.01, while conducting the t-test tests on the data. The results may have been significant even with a smaller rejection region, but we did not want to increase the probability of the Type II error. The following are the specific hypotheses tested in the experiments and the results.

3.1.4.1. Hypotheses and Results for Reading and Comprehension

**H1:** The questions on general comprehension of the articles can be answered equally well for summary A, B, C, and D.

**Results:** Subjects were able to answer correctly the question “What is this article about?” with accuracy of 80% (St. Dev.=40%) for summary A, 90% (St.Dev.=30%) for summary B, 100% (St. Dev.=0) for summary C, 100% (St. Dev.=0) for summary D.

**Discussion:** One of our important goals was to check if skimming adversely affected the general understanding of a text. This hypothesis clearly shows after listening to summary D, the
subjects had no problem answering the general comprehension question. This was not the case with summaries A and B that contained no verbs, adjectives, or adverbs.

**H2:** The use of verbs, adverbs, and adjectives (VAAs) in skimming, in addition to nouns, enables greater comprehension compared to skimming without VAAs.

**Results:** Subjects were able to give correct answers to 56.5% (St. Dev. = 13.8%) and 62% (St. Dev. 16.7%) of questions after reading summary A and B respectively without VAAs. In contrast, subjects were able to answer correctly 77.5% (St. Dev.=11.6%) and 80.5% (St. Dev.=14.3%) of questions (St. Dev. = 12%) after listening to summary C and D respectively with VAAs. Using the one-tailed paired t-test, we found the differences in the question answering accuracy to be statistically significant (t=6.352, df=19, p<0.0001), accepting H2.

**Discussion:** The parts-of-speech distributions in the original text and the gold-standard summary presented in Figure 1 and Figure 2) show the essential parts of speech that need to be preserved in the summary. This hypothesis, although unsurprising, suggests that VAAs can be very important in a summary.

**H3:** Comprehension of information about action increases if the summary includes Verbs, Adjectives, and Adverbs (VAAs).

![Figure 3. Average correctness (St. Dev.) of question answering with different summaries and full text D](image-url)
**Results:** Our questions about actions / verbs were designed to check subjects’ comprehension level of the actions described in the articles, they did not test the ability to guess / remember the exact verb. Subjects were able to answer questions about actions correctly in 50% (St. Dev. = 35%) and 45% (St. Dev.=27%) of cases for summaries A and B respectively. For summaries C and D, subjects were able to answer questions correctly in 78.3% (St. Dev. = 24.8%) and 76.6% (St. Dev.=26.7%) cases on average respectively. We compared accuracy of A and B vs. C and D and the one-tailed paired t-test showed that a statistically significant difference. This was an obvious result, since summaries A and B did not contain VAAs and we still asked questions about VAAs. However, we have also compared the accuracy of answers for questions about only nouns, which were present in all summaries. Subjects answered questions on nouns correctly: 63.7% (St. Dev.=26.2) for summary A, 72.5% (St. Dev.=17.9%) for summary B, 81.2% (St. Dev.=15.9%) for summary C, and 83.7% (St. Dev.=18.6%) for summary D. The differences between A and B, B and C, C and D were not found to be significant, but the difference between A and C was: (t=-2.570, df=19, p=0.009). This result suggests that punctuation and VAAs together have improved the answers of noun questions. Thus we can only partially accept H3.

**Discussion:** It is notable, that the difference between A and B, as well between C and D, was not statistically significant, which means that subjects’ ability to answer questions about actions was comparable for the gold-standard summary and the original text.

**H4:** After reading each of the summaries A, B, C, and D subjects can answer increasingly more questions correctly.

**Results:** Subjects were able to give answers with the average accuracy of 56.5% (St. Dev. = 13%), 62% (St. Dev. = 16%), 77.5% (St. Dev. = 11%), and 80.5% (St. Dev. = 14%) after listening to summaries A, B, C, and D respectively (Figure 3), even though the actual order of reading these summaries was randomized.

A one-way ANOVA was used to test accuracy differences in answering four types of summaries A, B, C, and D. The accuracy with which subjects gave answers differed significantly across the four types of summaries, F (3, 76) = 13.44, p < 0.0001. The post-hoc test for linear
trend shows that there is a significant trend, that answering accuracies increases as you read summary type A, B, C, and D respectively, Slope 0.04375, p < 0.0001.

**Discussion:** Overall, we observed an increase in the average correctness, but we could not accept H4 for all pairs. Adding prepositions to the nouns (summary B) did not result in significantly better accuracy than using only nouns (summary A). While the presence of prepositions gave the subjects a better idea about the relationship between nouns, it was not enough to help them answer questions more accurately. It is notable, that the biggest difference in comprehension was with the addition of verbs, adjectives, and adverbs. Even more interesting is that there was no significant difference in question answering accuracy between gold-standard summary and the original text. This implies that summary C carried almost as much information as the full text.

**H5:** Subjects perceive the questions to be increasingly easier for summaries A, B, C, and D respectively.

![Figure 4: Average perceived difficulty (St. Dev.) of question answering with summaries and full text D](image)

**Results:** Using the Likert scale (1=very easy to 5=very hard) the subjects rated the difficulty of the listening-and-comprehension task on average as 3.98 (St. Dev. = 0.95) for summary A, 3.35 (St. Dev. =1.03) for summary B, 2.4 (St. Dev. =0.88) for summary C, 1.8 (St. Dev. =0.89) for the full text, which shows a clear decrease in the difficulty level (**Figure 4**).
A one-way ANOVA was used to test differences of the difficulties perceived in answering four types of summaries A, B, C, and D. The difficulty perceived by the subjects while answering questions, differed significantly across four types of summaries, F (3, 76) = 21.05, p < 0.0001. The post-hoc test for linear trend shows that there is a significant trend, that answering difficulty decreases as you read summary type A, B, C, and D respectively, Slope -0.3738, p < 0.0001.

Discussion: The results show that the subjects thought the questions for gold-standard summary were almost as easy as those for the original text. It is notable that, although subjects thought the questions about the full text were a little easier than those for the gold-standard summary C, we did not find the difference to be statistically significant.

3.1.4.2. Hypotheses and Results for Searching Experiment

H6: Finding information using skimming is faster than in ad hoc searching.

Results: While searching for information, subjects took on average 76.35 seconds (St. Dev. = 24.89) to reach the answer using skimming and 148.45 seconds (St. Dev. = 45.16) using ad-hoc searching (Figure 5). There was a significant difference in the speed of skimming (t=8.011, df=19, p<0.0001). The time it took the subjects to actually answer the questions was on average 103.7 seconds (St. Dev. 37.30 seconds) and 169.4 seconds (St. Dev. = 49.54 seconds) for skimming and reading respectively. The one-tailed paired t-test (t=6.448, df=19, p<0.0001) found this difference to be statistically significant; thus, we accept H6.

Discussion: Subjects were able to navigate to the answer location 1.9 times faster using skimming compared to using ad-hoc searching. However, to actually answer the questions, subjects were 1.6 times faster while using skimming compared to ad hoc searching. This can be a substantial time saving to screen-reader users.

H7: There is a difference between the time to reach the answer and the time to actually answer the question.
**Results:** While using skimming, subjects spent on average 76.35 seconds (St. Dev. = 24.89) to reach the answer and 103.7 seconds (St. Dev. = 37.3) to actually answer to the questions. This difference is significant verified by a one-tailed paired t-test (t=6.092, df=19, p<0.0001). While using ad-hoc searching, subjects spent on average 148.45 seconds (St. Dev. = 45.16) to reach the answer and 169.4 seconds (St. Dev. = 49.5) to actually answer the questions. One-tailed paired t-test showed this difference is significant (t=6.092, df=19, p<0.0005). Thus, we accept H5.

**Discussion:** The result show that it takes subjects time to realize that they have found the answer when they are either skimming or using ad-hoc searching. We expect the difference to be dropping for longer text. But there is still a substantial gain in the speed. We have also computed the differences between the time to answer and time to reach the answer, and then compared these differences between skimming and ad-hoc searching – it was not significant.

We found that skimming was almost twice as fast (1.9) as ad hoc searching for reaching the answer. But because, while skimming, it took subjects longer to realize that they have found the answer, skimming was only 1.6 times faster compared to ad-hoc searching. We believe the reason may have been the lack of practice with this new kind of interface. Some of the user comments (in the Testimonials Section) also mentions that it requires practice.

**H8:** Skimming was easier than ad hoc searching.

**Results:** We found that, on average, people rated the difficulty of the tasks with skimming as 1.25 (St. Dev. = 0.55) and the difficulty of tasks with reading as 2.3 (St. Dev. = 0.98). Using the one-tailed paired t-test, we found skimming appeared to be significantly easier than reading (t=-4.702, df=19, p<0.0001), rejecting the null hypothesis.

**Discussion:** This was a surprising finding, especially considering that the subjects have had very little experience with skimming. Recall, that in the reading-and-comprehension scenario, the subjects rated questions for the full text as easier, even though that difference was not found to be statistically significant.
H9: The number of keystrokes pressed while skimming seemed to be always greater than the number of keystrokes used in normal mode. But the one-tailed paired t-test showed there was no difference between these two variables ($t=1.475$, df=19, $p=0.922$).

We also found no relationship between: H10) the completion time and the number of hours the subjects used computers per week, H11) the completion time and subjects’ comfort level with computers, H12) the amount of time spent at the computer weekly and the perceived difficulty of the tasks (for either searching or listening and comprehension), and H13) the comfort level with computers and the perceived difficulty of the tasks (for searching or listening and comprehension).

3.1.5. Post Completion Questionnaire – Analysis

The post completion questions and answers about the skimming experience are presented in Table 2. The analysis showed that the standard deviation for all questions was within one point, demonstrating high consistency.

From the statements made by subjects, we can conclude that skimming has a lot of potential to improve reading experience for screen-reader users. Although the subjects thought that their comprehension was somewhat impeded in the skimming mode, almost all subjects agreed that skimming made the reading faster and they wanted to use skimming in the future. We did not see
significant difference in the question-answering performance between the gold-standard summary and the regular text. Two of the subjects mentioned that the tasks may have been easier if they could get more time to practice before the experiment.

3.2. Ad-Hoc Skimming / Searching Techniques

In our experiments we observed the subjects using their own ad-hoc techniques for skimming using regular navigational shortcuts. Some of the subjects used paragraph navigation to quickly move across paragraphs. A lot of subjects were reading sentences half way. Some subjects did not use any shortcuts and just listened to the entire text.

In the follow up interview, we asked open-ended questions to gain deeper understanding into ad hoc skimming techniques. One of the expert users who had 15 years of experience in using JAWS said: “I usually read the first one or two words of a sentence and then go to the next one. Obviously first 1-2 words cannot always give me the whole picture, but it works to some extent.” This is an interesting comment that can lead to a simple, yet effective skimming approach. Seven of the subjects mentioned that they often speed up the speech rate for faster reading (in our experiment, the speech rate was controlled and was fixed at 180 words per minute). Most of the subjects would have tried to use JAWS search feature to look for certain information if they knew what exactly they were looking for. Two of the subjects, who frequently read research papers, used JAWS skimming. However, they said JAWS skimming is not comparable to our skimming.

3.3. Qualities of Summarization for Skimming

Literature review, examination of visual speed-reading technique, and the experiments with the gold-standard summaries helped us identify the main characteristics of the automated summarization technique that is best suited for supporting non-visual skimming.

Extractive summarization [17, 32, 47, 53, 54, 88] appears to be the most appropriate method for supporting non-visual skimming. Evaluation and comparison of different existing approaches
to extractive summarization was not in the scope of this research, instead, we focused on confirming that non-visual skimming was useful for screen-reader users.

Nouns carry the most information and should be the majority of the summary. Prepositions help establish relationship between the nouns. And verbs, adjectives, and adverbs often add additional meaning.

The ideal summarization technique should use some syntactic and/or semantic analysis of text for extracting salient parts of the original content. Human generated summaries can serve as a benchmark for evaluating the selected automated summarization methods and the statistical analysis of them can provide clues to the design of automated summarization.

<table>
<thead>
<tr>
<th>General Statements</th>
<th>Avg. (St. Dev.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I wish I could look through articles faster, than I can with a screen reader</td>
<td>3.80 (1.15)</td>
</tr>
<tr>
<td>I often experience difficulties looking for desired information within an article</td>
<td>3.40 (0.99)</td>
</tr>
<tr>
<td>Skimming made reading through articles faster</td>
<td>4.20 (1.00)</td>
</tr>
<tr>
<td>I understood articles equally well when skimming and when reading the full article</td>
<td>2.70 (1.34)</td>
</tr>
<tr>
<td>I want to use skimming in the future</td>
<td>4.30 (1.03)</td>
</tr>
</tbody>
</table>

Table 2. Average 5-Point Likert scale values (St. Dev.)
(Scale 1=Strongly Disagree to 5=Strongly Agree)

3.4. Testimonial

To complete the research, we are offering these verbatim quotes of our subjects commenting on the skimming:

“If I don't know what I am looking for, this is definitely very handy. I can decide whether to read further or not.”

“Search doesn't always work well because there may be multiple results, while skimming is more contextual.”
“It's definitely a valid operational concept, which will be very useful.”

“I think skimming would be really helpful for long articles, books. In the skimming mode, it was like I was going over my class notes!”

“Usual way of reading takes a lot longer than skimming.”

“It's easier, more practical, to find the most important things. I usually have difficulties in reading longer class assignments.”

“I usually read the article in its full to get the idea, but with skimming I did not have to read it entirely. It's definitely faster.”

“Skimming makes work faster if you need a synopsis.”

“It gives key information, gets rid of unnecessary information. Sometimes I increase speech rate to quickly read the article, which is no longer required if we use this method.”

“I usually speed up the speech rate to read faster and use paragraph navigation. With skimming it made it easier by giving important words. But it needs more time to practice.”

Although the majority of feedback was elated, not all subjects were happy with the skimming approach:

“Skimming breaks up information... Introduces disorganization... There were no reference points... I don't know where I am...”

“Skimming is faster, but important info is sometimes missing.”

Nevertheless, the subjects who made those comments did well in the listening-and-comprehension experiment and were able to complete the searching task faster with skimming than in the regular reading mode. This suggests that accessible skimming, just like visual skimming, may require some practice and getting used to.
4. ALGORITHM: NON-VISUAL SKIMMING

4.1. Overview of Our Approach

At high level our algorithm works as follows.

Firstly every sentence is parsed to extract grammatical relations amongst its words. Secondly a lexical tree based on these relations is constructed, where each node of the tree represents a word in the sentence. Thirdly for every word in this tree, its grammatical (i.e., POS tags) as well as structural features (related to indegree/outdegree, etc.) are extracted. These features are fed to a trained classifier to determine whether or not to include the word in the summary. Finally a subtree consisting of all these words is constructed. This subtree represents the skimming summary that users interact with via an interface.

Observe that three key elements of our algorithm are a natural language parser, classifier and a skimming interface. Below we describe these aspects for understanding the Skimming algorithm as well as its experimental evaluation. For extracting the relations we used the Stanford Natural Language Parser [49].

4.1.1. Stanford Parser

In our preliminary user study with 20 participants who were blind, we have found that screen-reader users were able to skim and comprehend text much better if the summary included connected word phrases, as opposed to separate unrelated word, e.g., “hands down” instead of “hands”. To capture the relationships between words in a sentence, we used Stanford parser [49], which is a probabilistic natural language parser that has tools for analyzing the grammatical and syntactical structure of sentences.
The relations identified by the parser are very simple and, in the words of the developers, "quite accessible to non-linguists and effective in relation extraction applications". These typed dependencies are represented as relations between pairs of words (i.e., "John likes cake" the object of “John” is “cake”). Apart from the grammatical relations Stanford Parser also identifies the POS (Parts of Speech) of the words.

Stanford parser identifies a total of 48 different binary grammatical relations [56]. A grammatical relationship holds between a governor word and a dependent word. For example, the sentence “Chewing gum can improve memory, say UK psychologists.” is processed into the following relations:

**Relation Name (Governor-Position → Dependent-Position)**

- **Adjectival modifier** (gum-2 → chewing-1);
- **Nominal subject** (improve-4 → gum-2);
- **Auxiliary** (improve-4 → can-3)
- **Nominal subject** (say-6 → memory-5)
- **Clausal complement** (improve-4 → say-6)
- **Noun compound modifier** (psychologists-8 → uk-7)
- **Direct object** (say-6 → psychologists-8)

Using the grammatical relations generated by Stanford Parser a directed graph can be constructed, where the nodes are the words and the edges are the relations from the governor to
the dependent (Figure 6). In the words of the developers, “the dependency graph is a tree (a singly rooted directed acyclic graph with no re-entrances).” [50]. Throughout the thesis, we will treat the dependency graph as a tree and will refer to it as a *sentence tree*.

### 4.1.2. Dataset Generation for Training the Classifier

The quality of automated summarization is gradually approaching that of humans [41, 88]. However, in my previous work [3] I explain why the existing automated summarization approaches are not suitable for skimming web pages. Part of the reason is that they have been trained on and fine-tuned for specific type of summaries, which are not suitable for skimming. Since we could not find an existing dataset of human-authored summaries that would be appropriate for skimming, we created our own.

To generate the gold-standard skimming summaries, we recruited 24 sighted participants. All of them were college-educated and were fluent in English. We collected 24 news articles on different topics with 5 paragraphs in each of the articles on average. The total size of the raw text included 674 sentences (17K words).

Each participant was asked to summarize 3 different articles, thus, generating 3 gold-standard summaries for each article. We then used a majority-vote approach to combine each of the 3 summaries into one, i.e., we chose only the words that were selected by at least 2 people, resulting in 43% compression ratio.

Since the purpose of skimming was to pick out the most salient information without rephrasing the original content, we stipulated that the subjects use extractive summarization. Because the point of skimming was to save time to the end users by presenting less information, but still have enough information to understand the content, we requested that the summary length be between 1/3 and 1/2 of the original content. However, we did not want to dictate how exactly to do summarization, so each participant was provided only with the following “loose” guidelines:

- Each sentence is to be summarized separately;
• The summary may only include words and phrases found in the summarized sentence;
• Word order and punctuation has to be preserved;
• Summaries should be as informative as possible.


4.1.3. Interface

Summarization by itself does not satisfy the need for skimming; for screen-reader users, reading a summary is more like reading a separate, albeit shorter, narrative. Therefore, we designed an interface that allowed screen-reader users to switch seamlessly between reading the skimming summary and the original web page preserving the current reading position. This feature helps emulate the behavior of experienced sighted readers who usually can scan quickly and then, at any point, slow down to read the text regularly. When switching from regular screen-reading to skimming, the reading position is set to the closest preceding word that was in both the original text and the summary.

The skimming interface was integrated into our HearSay [11] screen-reading platform, which is a Java application that enables a screen reading interface for the Firefox web browser. HearSay supports all the typical navigation shortcuts available in the mainstream screen-readers such as JAWS [43], e.g., paragraph / sentence / word / character navigation, pause / resume, etc.

The skimming interface can be invoked on any web page content regardless of its length as long as the content is organized in sentences (e.g., snippets of news articles along with headlines), but lists of links that can be found in menus, on the other hand, should be read in their entirety.
4.2. Skimming Algorithm

In this section, we describe the underpinnings of the proposed Skimming algorithm; specifically, we describe feature extraction, training classifiers and the skimming algorithm.

4.2.1. Feature Selection

The results obtained from the Stanford parser enabled us to identify a number of features that could be used for training a classifier. The features we chose were the Number of Outgoing Edges, Level in the Tree, Number of descendants, Incoming relation type, and POS tag (Figure 6). Each of the numerical features has been normalized with a scaling factor. The feature, Number of outgoing edges was normalized by the number of nodes in the tree. The feature, Level in the Tree was scaled by the highest level of a node in the tree. Finally, the feature, Number of descendents was normalized by the highest number of descendents a node can have in the tree.

4.2.2. Training the Classifier

We used an open source machine learning library, called Weka [35], to train classifiers using various machine learning models. In order to generate training data points we need to generate feature vectors with their label/class. First, we used Stanford Parser [49] (Section 4.1.1) to generate feature vectors for each word in each sentence in our dataset (Section 4.1.2). Then, to label/classify a feature vector, we check if the corresponding word appears in the gold summary; if it appears, we label the feature vector as “YES” class otherwise as “NO” class. “YES” class means this word is selected to be used in summary and “NO” class means otherwise. These datasets are used to train different classifiers (i.e., Linear SVM, Multilayer Perceptron, Random Forest) through the Weka machine learning library with 10-fold cross-validation; using 591 sentences (15300 words) for training and 83 sentences (1700 words) for testing.

The classifier-generated summary is formed by selecting words classified as “YES” and rearrange them by preserving the order in original sentence. To measure the accuracy of the classifier, we represented both the gold-standard summary and the classifier-generated summary as arrays of words. Because many sentences had repeating words, it was necessary to align the
words for more accurate measurements. Therefore, we ran the LCS (Longest Common Subsequence) algorithm to align the two arrays and compare the summaries.

We report the results in the first group in Table 3, under the caption “Output of the Classifiers alone”. We found Linear SVM performs the best, therefore we decided to use it to classify words (SkimSentence:Line 12) in our proposed Skimming algorithm SkimSentence (section 4.2.3). In section 4.3 we discuss this result in details and also show our algorithm SkimSentence (section 4.2.3) improves the result.

4.2.3. Skimming Algorithm

The classifier helped us pick up separate words in a sentence, however, our preliminary user studies demonstrated that people tend to understand content better in the presence of phrases. Therefore, we designed the SkimSentence Algorithm to extract grammatically related important words of the sentence, while keeping comprehension level almost the same as our Gold-Standard summaries. The algorithm uses a trained classifier (Section 4.3.1) and another algorithm MinConnectedTree to skim the given sentence. The pseudocode for both algorithms is presented in this section.

Algorithm: SkimSentence

R: Set of Typed Dependency Relations \{(W_{g1}, W_{d1}), (W_{g2}, W_{d2}), \ldots (W_{gn}, W_{dn})\} between words in a sentence, where Governor \(W_{gi}\) depends on Dependent \(W_{di}\) where \(1 \leq i \leq n\).

T: Sentence Tree: (Parents: Child) \(\equiv\) (Governor : Dependent)

Input: S: sentence to be skimmed

Output: K: skimmed sentence
1. \( \text{SN} \leftarrow \{\} \) //initialize set of summary nodes
2. \( K \leftarrow [] \) //initialize list of words
3. \( R \leftarrow \text{TypedDependencies}(S) \) //stanford parser
4. \( T \leftarrow \text{ConstructTree}(R) \) //from typed dependencies
5. For each node \( N \) in \( T 
   6. \quad \text{Do} \quad O \leftarrow \#\text{ofOutgoingEdges}(N)
   7. \quad \text{L} \leftarrow \text{LevelInTree}(N)
   8. \quad C \leftarrow \#\text{ofDescendants}(N)
   9. \quad I \leftarrow \text{IncomingRelationType}(N)
10. \quad P \leftarrow \text{POSTags}(N)
11. \quad F \leftarrow <O, L, C, I, P> \) //feature vector
12. \quad \text{Do} \quad \text{If} \ \text{InSkimming}(F)\text{=}\text{True} \quad \text{// SVM-classify}
13. \quad \text{Then} \quad \text{SN.add}(N)
14. \text{MT} \leftarrow \text{MinConnectedTree}(\text{SN})
15. \text{K} \leftarrow \text{OrderAndListWords}(\text{MT})
16. \text{Return} \ K

**Algorithm: MinConnectedTree**

\( TN \): Temporary node

**Input:** \( S \): Set of nodes of a sentence tree

**Output:** \( MS \): Set of minimum connected nodes

1. \( MS \leftarrow \{\} \) //initialize set of nodes
2. For each node \( N \) in \( S 
   3. \quad \text{Do} \quad TN \leftarrow N
   4. \quad \text{While} \ \text{TN} \neq \text{NULL} \ \text{and} \ \text{TN}.\text{visited} = \text{False}
   5. \quad \text{Do} \quad \text{TN}.\text{visited} \leftarrow \text{true}
   6. \quad \text{MS.add}(\text{TN})
   7. \quad \text{TN} \leftarrow \text{TN}.\text{Parent}
   8. \text{Return} \ MS

**SkimSentence** first uses the Stanford Parser to find all the typed dependencies / grammatical relations (Section 4.1.1) in the given sentence (**SkimSentence:Line 3**). Then it uses the list of
grammatical relations to construct the sentence tree (Section 4.1.1) (SkimSentence:Line 4). An example sentence “Michael was a businessman, as well as an environmentalist, and so gained their trust.” Figure 6 illustrates the sentence tree corresponding to this sentence.

Once the tree is constructed, it creates a set of summary nodes which are chosen by our trained classifier (SkimSentence:Line 5-13). In order to choose the summary nodes, it first analyzes each of the nodes in the tree and identifies their features (SkimSentence:Line 5-10). #ofOutgoingEdges calculates the number of outgoing edges (normalized by total number of nodes) of a node (SkimSentence:Line 6). The method LevelInTree finds the level of a node in the Tree (normalized by the highest level of a node in the tree), where root is at level 1, children of the root is at level 2 and so on (SkimSentence:Line 7). #ofDescendents returns the total number of descendents (normalized by the highest number of descendents of a node in the tree) a node has (SkimSentence:Line 8). The type of the relation between a node and its parent is determined by the method IncomingRelationType (SkimSentence:Lines 9). POSTags method finds the parts of speech of the word corresponding to a node (SkimSentence:Line 10). Going back to our example in Figure 6 let’s focus on the node “gained-12”. In the figure we can easily identify its features, number of outgoing edges is 2/5, level in the tree is 2/4, number of descendents is 3/9, type of incoming relation is conj_collapsed, POS tag is VBD.

Figure 7. Sentence tree illustration of the typical Skimming algorithm output compared to the human/gold summary

Skimming Summary (S): “trade illegal, not eliminated, african elephant population endangered.”
Gold-Standard Summary (G): “trade illegal today not eliminated endangered”
(F): “This trade is illegal today, but it has not been completely eliminated and some African elephant population remain endangered.”
With all the node features the algorithm constructs a feature vector \( F \) (SkimSentence:Line 11). In our example, the feature vector for the node “gained-12” is \(<2/5, 2/4, 3/9, \text{ conjCollapsed}, VBD>\). Then the feature vector is fed to the trained SVM model (Section 4.3.1) in order to classify it to either “YES” or “NO”. The InSkimming method takes a feature vector and returns True/False depending on whether the node is classified to “YES”/”NO” respectively, using the trained linear SVM classifier (section 4.2.2) (SkimSentence:Line 12). If InSkimming returns True (which means it can be taken as part of skimmed sentence), the node is added to a set of summary nodes (SkimSentence:Line 13). In this example, the nodes “michael-1”, “businessman-4”, “environmentalist-9”, and “trust-9” are chosen as summary nodes. In the figure these nodes are circled with blue dots (Figure 6).

The set of summary nodes constructed this way, does not guarantee if they have any grammatical relations between them. Moreover, adding more nodes which are grammatically related to these nodes will increase the comprehension level of the skimmed sentence. So to make sure that a minimum relation exists among these summary nodes, a second algorithm \textit{MinConnectedTree} is used, to construct a subtree that connects all the summary nodes with minimum number of edges (SkimSentence:Line 14)

The algorithm \textit{MinConnectedTree} constructs a tree with minimum number of edges necessary to cover a given set of tree nodes. The algorithm runs two nested loops. The outer loop iterates over the given set of nodes (MinConnectedTree:Line 2). For each node it does a traversal towards root of the tree (MinConnectedTree:Line 4-7). In the inner loop, while traversing towards the root, it checks if the node has already been visited or not. If the node has not been visited, it is marked as visited and is added to a set of output nodes (MinConnectedTree:Line 6). After the nested loops are executed, a set of nodes are returned, which forms a tree with minimum number of edges (MinConnectedTree:Line 8). In Figure 6, from each of the summary nodes (circled with blue dots), the algorithm traversed towards the root and picked up any non summary nodes on the way. The traversal paths have been marked with bold red line in the figure. The only non-summary node that has been picked up (apart from the summary nodes) by \textit{MinConnectedTree}, is “gained-12”. All the nodes that have been selected by \textit{MinConnectedTree} are shaded in the figure.
In the SkimSentence algorithm, once the tree with minimum number of edges is constructed (SkimSentence:Line 14), a skimmed sentence is made by ordering the nodes according to the position of the corresponding words in the original sentence, using the method OrderAndListWords (SkimSentence:Line 15).

Next we present the outcomes of our algorithm on a sample sentences using the sentence trees. For better understanding we color the nodes. The words that appear in the Gold-standard summary are colored with red and the words chosen by our SkimSentence algorithm are colored with green. If a word is chosen by our algorithm as well as human/gold skimming, half of the node is colored with red and other half is colored with green. In Figure 7, we present an example of a sentence tree and the gold-standard and skimming summaries.
4.3. Experiments on the Dataset

4.3.1. Experimental setup

In order to evaluate our skimming algorithm, we conducted experiments on our dataset. In this section we do a comparative study between the “summaries generated by Classifiers alone” and the “summaries generated by SkimSentence”.

<table>
<thead>
<tr>
<th></th>
<th>Random Forest</th>
<th>Multi-Layer Perceptron</th>
<th>Linear SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Precision</strong></td>
<td>58.92%</td>
<td>59.93%</td>
<td>59.27%</td>
</tr>
<tr>
<td><strong>Recall</strong></td>
<td>54.01%</td>
<td>66.75%</td>
<td>68.63%</td>
</tr>
<tr>
<td><strong>F-measure</strong></td>
<td>0.56</td>
<td>0.63</td>
<td>0.64</td>
</tr>
<tr>
<td><strong>Compression</strong></td>
<td>33.62%</td>
<td>41.16%</td>
<td>43.20%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Random Forest</th>
<th>Multi-Layer Perceptron</th>
<th>Linear SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Precision</strong></td>
<td>57.36%</td>
<td>58.34%</td>
<td>63.40%</td>
</tr>
<tr>
<td><strong>Recall</strong></td>
<td>63.77%</td>
<td>75.78%</td>
<td>76.57%</td>
</tr>
<tr>
<td><strong>F-measure</strong></td>
<td>0.60</td>
<td>0.65</td>
<td>0.69</td>
</tr>
<tr>
<td><strong>Compression</strong></td>
<td>40.95%</td>
<td>48.34%</td>
<td>46.81%</td>
</tr>
</tbody>
</table>

Table 3. Output of three different classifiers

We report the results using the standard metrics of precision, recall, and F-measure, as well as the compression ratio. We define precision as the ratio of the number of the words appearing in both arrays to the size of our skimmed summary. We define recall as ratio of the number of the words appearing in both arrays to the size of the gold-standard summary. F-measure is the harmonic mean of recall and precision. Finally, we define the compression ratio as the ratio of the number of words in a skimmed summary to the number of words in the original sentence.

4.3.2. Results and Discussion

Although we tried all of the models available in Weka, in Table 3 we report only on the top three classifiers: Random forest, Multi-layer perceptron, and linear SVM-based model (implemented in the lib-svm [16] software). Of the three classifiers, we chose linear SVM for further experiments as it had the best classification results on our dataset. The comparative performance of different classifiers on our dataset was not in the scope of this research, especially, because classifier performance often varies depending on the size of the training dataset [65, 82].
The SVM classifier yielded the best combination of the precision: 59.2%, recall: 68.6%, F-measure: 0.64 and, the compression ratio: 43.2%. By running the Skimming algorithm on the classifier results, we improved the precision to 63.4%, recall to 76.5%, and F-measure to 0.69, at the cost of the compression of 46.8%. The 4% improvement of precision and 8% improvement of recall, at the 4% difference in compression justify the use of the Skimming algorithm on top of the classification results.

While these measures give the overall idea of the algorithm’s accuracy, it should be noted that, for the purposes of skimming, we favored recall over precision, because the correctly recalled words typically carry the most meaning. At the same time, we balanced recall with precision not to introduce too much “noise”; it is also notable that the “noise” words that were “erroneously” chosen by the algorithm could carry just as much meaning as the words in the gold-standard summary, because while shortening a sentence, a human may choose just one of any two equally meaningful words. This observation is supported by the user study that showed no statistically significant difference between in the performance of subjects over the gold-standard and skimmed summaries (Section 4.4.6). Finally, in our experiments, we also balanced the compression ratio, so that the skimmed summary was no longer than the gold-standard one.

4.4. User Study

4.4.1. Participants

The Disability Resource Center at the Arizona State University helped us recruit 23 participants who are blind to take part in the user study. Gender representation was 7 male and 16 female. The ages of the participants were evenly distributed and varied from early twenties to late sixties. Three of the subjects considered themselves expert computer users, fourteen of them were very comfortable, five were comfortable and one was mildly comfortable with computers. All subjects were well-versed in the use of screen readers, with JAWS as their primary screen reader. Internet usage was more than 20 hours per week for twelve subjects, 11-20 hours per week for eight subjects, 6-10 hours per week for two subject, and 1-5 hours a week for only one subject.

4.4.2. Experimental Setup

To evaluate the accessible skimming interface, we built the proposed Skimming interface into our HearSay [11] screen-reading platform, which is a Java application that enables a screen reading interface for the Firefox web browser. HearSay supports all the typical navigation shortcuts available in the mainstream screen-readers such as JAWS [43], e.g., paragraph / sentence / word / character navigation, pause / resume, etc. The articles chosen for the study were typical web news articles, however, they did not contain any links or images to reduce the variation among the articles. We used RealSpeak [70] Samantha voice with the speech rate of 140 words per minute.

To evaluate the interface and the underlying algorithm, the subjects were asked to perform three tasks in each of the listening-and-comprehension and searching scenarios. In each of the three tasks the subjects were either using the Gold-standard summary, Skimming summary, or the original text of the articles.
4.4.3. **Listening and Comprehension scenario**

In a within-subjects experiment that had a 3 by 3 cell design, we had each subject listen to 3 different articles using 3 types of skimming: Gold-standard summary G, Skimming summary S, and the full text F (Table 4). We varied the order of the tasks for counterbalancing and to avoid bias. Before the experiment, the subjects were given a sample listening-and-comprehension task to practice with. They were not allowed to use navigation shortcuts in this task. Each task took approximately 10 minutes, which included the question answering section as well.

<table>
<thead>
<tr>
<th>S: Skimming by SkimSentence</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Elephants cows live family herds young, adult males bulls tend roam. Having baby elephant commitment. Elephants have longer pregnancy mammal 22 months. Cows give birth to one calf two to four years. Birth, elephants weigh 200 pounds stand 3 feet tall. African elephants, unlike asian relatives, are not domesticated. Range africa rain forests central west africa. Elephants found desert. Herd mali elephants migrates route desert search water.</em></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>G: Gold/Human Skimming</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>F: Original paragraph:</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Female elephants cows live in family herds with their young, but adult males bulls tend to roam on their own. Having a baby elephant is a serious commitment. Elephants have a longer pregnancy than any other mammal almost 22 months. Cows usually give birth to one calf every two to four years. At birth, elephants already weigh some 200 pounds (91 kilograms) and stand about 3 feet (1 meter) tall. African elephants, unlike their Asian relatives, are not easily domesticated. They range throughout sub-Saharan Africa and the rain forests of central and West Africa. The continent’s northernmost elephants are found in Malis Sahel desert. The small, nomadic herd of Mali elephants migrates in a circular route through the desert in search of water.</em></td>
</tr>
</tbody>
</table>

Table 4. Skimming and Gold-standard summaries
A set of 12 questions was asked to test the overall comprehension and retention of information. The first question was open-ended and the rest were multiple-choice. The questions we formulated to cover the major points of each article without regard for which content actually appeared in the corresponding gold summary. The questions covered several parts of speech that carried information: 1 question was on the article topic (i.e. “What is the article about?” – “African Elephants”), 4 questions on the nouns (e.g., “In search of what do the Mali elephants migrate?” – “Water”), 3 questions on the verbs (e.g., “According to the text, African Elephants cannot be easily” – “Domesticated”), 2 on the numeric values (e.g., “How much does an elephant weigh at birth?” – “200 pounds”), and 2 on the adjectives/adverbs (e.g., “African elephants are described as” – “Hungry”). We approximately followed the distribution of the parts of speech in the original articles and were consistent in this break-down across all articles. All questions and summaries are available for download at


4.4.4. Searching Scenario

In a within-subjects experiment that had a 3 by 3 cell design, we had each subject skim through 3 different articles using the Gold-standard summary G, Skimming summary S, and the full text F. The conditions were counterbalanced across subjects to avoid bias. Before each task, the subjects were asked a question, the answer to which they had to find in the article. The subjects were instructed not to try keyword searching because some would and some would not depending on their experience with screen readers. However, to make the scenario realistic, the questions were formulated using the wording different from that of the actual article, so that one could not easily search for the exact keywords, e.g., if the original sentence was “Cows usually give birth to one calf every two to four years.” The question was: “How frequently do female elephants have calves?” All questions and summaries are available at http://www.cs.sunysb.edu/~faiahmed/doc/data.zip.

The answer to the question was contained in the 4th and the last paragraph of each article to increase the time required to find the answer. Having the answer in the beginning of the articles would have caused the users to find the answer equally fast with and without skimming,
defeating the purpose of the experiment. Varying the location of the answer would have increased the variation of the completion times.

In this task, we measured the time it took subjects to give an answer to the question. We also measured the number of keystrokes the subjects pressed to find the answer. The subjects were given a sample task before the experiment and 5 minutes to practice with the skimming interface. They were allowed to use any navigation shortcuts which they were used to. Each task took approximately 10 minutes.

4.4.5. Questionnaires

Following each task in either of the scenarios, the participants were asked to rate the perceived difficulty of the task on a 5-point Likert scale (1=Very Easy to 5=Very Hard, Figure 8b, Figure 10b). At the end of the experiments, we read statements about the skimming experience to the subjects and asked them to rate the statements on a 5-point Likert scale (1=Strongly Disagree to 5=Strongly Agree) –

Table 2 summarizes the ratings. Finally, we also asked general questions about subjects’ computer use, age, comfort level, onset of blindness, etc. We used these questions to test for performance differences among groups of subjects.

4.4.6. Hypotheses and Results

We formulated a series of specific hypotheses that we accepted or rejected based on the statistical significance testing. In this section, we provide the details on the hypothesis and discuss the results. Finally, we present the results of the analysis of the post-completion questionnaire. We used a t-test for statistical significance testing with the significance level of \( \alpha = 0.01 \). The following are the specific hypotheses tested in the experiments and the results.

**H1:** After listening to summaries S and G, subjects can answer reading-and-comprehension questions equally well.

**Results:** Subjects were able to answer all of the reading-and-comprehension questions correctly with accuracy of 71.01% (St. Dev.=11.19%) for summary S and 71.37% (St.Dev.=9.67%) for summary G (Figure 8a). Using the one-tailed paired t-test, we found that
there is no statistically significant difference between the question answering accuracy for summary S and G ($t= -0.134$, $df=22$, $p=0.894$), accepting H1.

We also found no statistically significant differences for specific types of questions between summaries S and G (Figure 9).

**Discussion:** One of the most important findings of these experiments was that the subjects were able to answer accurately about 70% of the questions about the text after listening to either skimming summary S or the gold-standard summary G.

**H2:** After listening to summary S and full text F, subjects can answer reading-and-comprehension equally well.

**Results:** Subjects were able to answer 71.01% (St. Dev.=11.19%) of the reading-and-comprehension questions correctly for summary S and 80.07% (St. Dev.=10.58%) for full text F (Figure 8a). A one-way ANOVA was used to test accuracy differences in answering three types of summaries S, G, and F. The accuracy with which subjects gave answers differed significantly across the three types of summaries, $F (2, 66) = 5.48$, $p = 0.0063$. The post-hoc test for linear trend also shows that there is a trend, that answering accuracies increases as you read summary type S, G and F respectively, (Slope 0.04529, $p = 0.0047$), thus rejecting H2.
**Discussion:** This result was as expected, because, after all, full text was easier to understand and contained all the answers to the questions. However, it is notable, that while the length of text shortened by more than 50%, the performance in question answering lowered by less than 10%. We believe that the subjects could not answer 100% of questions after reading the full text due to information overload.

**H3:** Subjects perceive question-answering tasks to be of the same difficulty after listening to a summary G/S and full text F.

**Results:** After the completion of each listening-and-comprehension task, we asked the subject to rate their difficulty on a Likert scale (very easy=1 and very difficult=5). Subjects rated the difficulty level of the task with summary S as 2.95 on average (St. Dev.=1.02), rated summary G as 2.92 on average (St. Dev.=1.16), and rated the full text F as 2.08 on average (St. Dev.=1.06). A one-way ANOVA was used to test the difficulty in answering three types of summaries S, G, and F. The difficulty with which subjects gave answers did not differ significantly across the three types of summaries, $F(2, 66) = 2.501, p = 0.0898$. , thus we accept H3. (Figure 8b)

**Discussion:** This result was unexpected because reading full text is supposed to be easier than reading a skimmed summary. However, reading the full text may be putting a higher cognitive load on the subject resulting in information overload, and making it harder to
remember information and answer questions. The fact that subjects rated both G and S summaries at the same level of difficulty suggests that our Skimming summary is very close to human-generated summaries.

**H4:** Subjects could find information faster while skimming with G/S, than when using screen-reader navigation shortcuts.

**Results:** While using skimming while searching for the answer to a question, the subjects took on average 104.13 seconds (St. Dev. 30.00) with S and 107.08 seconds (St. Dev. = 45.33) with G. Using regular screen-reader navigation shortcuts, it took subjects 205.78 seconds (St. Dev. = 61.17) to answer the questions (Figure 10a). A one-way ANOVA was used to test the differences among times subjects took while searching for the answer to a question, with S, G and using regular screen reader shortcuts. The time they took differed significantly across three techniques, F (2, 66) = 35.02, p < 0.0001. The post-hoc test using Tukey’s multiple comparison test shows the difference in time for S and F was significantly different (mean diff = -100.60, q=10.41). Same goes for G and F as well (mean diff = -97.35, q=10.08); thus, we accept H4.

**Discussion:** Subjects were able to find the answer almost twice as fast using skimming, compared to using regular screen-reader navigation shortcuts. This result demonstrates that skimming can save screen-reader users a substantial amount of time, depending on the size of the text. In our case, since each article had 5 paragraphs, the subjects saved up to 30 seconds per
paragraph while searching. The fact that there was no difference between S and G again speaks in favor of our algorithm.

**H5:** Subjects perceived ad-hoc searching to be more difficult compared to using skimming S or G.

**Result:** In the search task subjects perceived a difficulty level of 2.60 (St. Dev. = .72) on average while using screen-reading shortcuts without skimming. With skimming S, subjects perceived a difficulty of 1.78 (St. Dev. = 0.67) and with skimming G 1.95 (St. Dev. = 0.63) on average. Conducting one-way ANOVA test shows significant differences in the perceived difficulty level while finding answers with skimming S, G and using regular screen-reader shortcuts, \( F (2, 66) = 9.487, p = 0.0002 \). The post-hoc test for linear trend also shows: the perceived difficulty increases as you use summary type S, G and screen-reader shortcuts respectively, (Slope 0.4130, \( p = 0.0001 \) Another post-hoc test, Tukey’s multiple comparison test shows that using screen-reader shortcuts is significantly more difficult (mean diff = -0.83, \( q = 5.84 \)) than skimming S. Similarly using screen-reader shortcuts were more difficult than using skimming G (mean diff = -0.65, \( q = 4.61 \)); so we accept H5.

**Discussion:** As the search task using screen-reader shortcuts was involved with listening to full sentences instead of summaries, subjects had to put effort and time to listen in full and find the answer to the question. So using screen-reader shortcuts turns out to be difficult.

**H6:** The number of keystrokes pressed was the same between searching with skimming and searching with navigation shortcuts.

**Result:** The average number of keystrokes pressed was 36.60 (St. Dev = 16.21) for Skimming summary S, 35.65 ( St. Dev. = 15.85) for Gold Summary G, and 37.08 (St. Dev. = 26.61) for Full text F. A one way ANOVA test showed no statistically significant differences between the number of keystrokes while searching with S, G and using navigation shortcuts \( F (2, 66) = 0.0301, p = 0.9703 \). Thus, we accept H6.

**Discussion:** These findings demonstrate that skimming does not require more effort in terms of pressing shortcuts, compared to the regular navigation. At the same time, skimming increases the navigation speed twofold (H4).
H7: Subjects were not able to distinguish between human- and computer-generated summaries.

Results: After each listening-and-comprehension, subjects were asked to identify whether the text was written by a human. On average in 66.66% of cases (St. Dev.=48.3%) cases they mistook Skimming Summary S for the Gold-standard summary G. And, on average, in 76.2% of cases (St. Dev. 43.6%) cases they were not able to distinguish between Skimming Summary S and Gold Summary G. The one-tailed paired t-test shows that there is no significant difference between the choices subject made while detecting S and G as human written or not (t=1.369, df=20, p=0.186). This means most of the time they were not able to distinguish between Gold-standard summary and Skimming summary; confirming H7.

Discussion: This is another result that supports the claim that the proposed Skimming algorithm could generate summaries that were almost as good as those written by humans.

We observe no difference in performance on these tasks between groups of subjects:

H8: who lost their eyesight before the age of 10, 15, or 20 and those who lost sight later.

H9: belonging to different age categories.

H10: with different comfort level and different amount of time spent with computers.

4.4.7. Post Completion Questionnaire Analysis

The post completion questions and answers about the skimming experience are presented in Table 5. The analysis showed that the standard deviation for all questions was within one point, demonstrating high consistency.

From the statements made by subjects, we can conclude that skimming has a lot of potential to improve reading experience for screen-reader users. Although the subjects thought that their comprehension was somewhat impeded in the skimming mode, almost all subjects agreed that skimming made the reading faster and they wanted to use skimming in the future. We did not see
significant difference in the question-answering performance between the summaries and the regular text.

<table>
<thead>
<tr>
<th>General Statements</th>
<th>Avg. (St. Dev.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I wish I could look through articles faster, than I can with a screen reader</td>
<td>4.30 (0.82)</td>
</tr>
<tr>
<td>I often experience difficulties looking for desired information within an article</td>
<td>3.60 (1.11)</td>
</tr>
<tr>
<td>Skimming made reading through articles faster</td>
<td>4.22 (0.85)</td>
</tr>
<tr>
<td>I understood articles equally well when skimming and when reading the full article</td>
<td>2.82 (1.07)</td>
</tr>
<tr>
<td>I want to use skimming in the future</td>
<td>4.26 (1.00)</td>
</tr>
<tr>
<td>I would like to see skimming implemented in a commercial screen reader</td>
<td>4.60 (1.15)</td>
</tr>
</tbody>
</table>

Table 5. Average 5-Point Likert scale values (St. Dev.)
(Scale 1=Strongly Disagree to 5=Strongly Agree)

One of the subjects made a comment that non-visual skimming is “…very useful to glimpse over articles. May be very useful for test takers and also for sighted people (while driving and reading news/articles)”. This reveals a possible application of the skimming that would allow not only people who are blind, but also sighted users to take advantage of audio skimming. Skimming can be useful to the sighted users who want to relax their eye and listen to web content, but do it faster.
5. VARIABLE SPEED SKIMMING ON TOUCH INTERFACE

5.1. Variable Size Summaries

5.1.1. Background

Summarization algorithms for non-visual skimming will enable blind users to process text content in web pages faster; however, the advantage of visual skimming is in the ability of the reader to change the speed of skimming freely, depending on the relevance of the passage. For non-visual skimming to be as useful, it should also let the user read at different speeds, too. If I leave the speech rate unchanged, variations in speed can only be achieved by changing the length of the summary. Several works have been done on generating summaries/abstracts of different size. In this section we will mention the selected ones.

In the work [34], the author attempted to bring the idea of variable size audio scanning service for blind, which is called telegraphic text reduction. They have introduced 8 different reduction levels of texts applied on text documents. This is basically a finite state machine, where they first separate tokens and identify parts of speech. Then the POS annotated text is passed through verb group markers and then a filter which identifies the head verbs of the verb groups (i.e., Head of Passive verb group). Next it is passed through a noun group annotator which identifies the principal and head nouns (i.e., FreeNoun, PrepNoun). A couple of other filters are used to identify the syntactic dependencies (i.e., Subject-Verb, Verb-Object). The reduction level they present here is based on different parts of speech, verb groups, syntactic relations. One strict rule they mentioned that the negation should always propagate with verb. Few example rules are: 1) pick only the proper names and no subclasses 2) only subjects, object nouns, no sub-clauses, 3) only subjects, head verbs, object nouns, no sub-clauses etc. If we closely look at the rules, we can see it is increasingly adding different parts of sentences to create different reduction levels.

The reduction technique they used has several shortcomings. First, the authors have identified features and predefined rules based on those features. There was no basis or proof
upon which the features have been selected. In addition there is no guarantee on how it is going to perform in different domain, because the important information may differ with various domains, where general rule cannot be applied. The ideal approach to create generic rule to support all kinds of domain, would be a training a model and use it to identify salient parts of a sentence, which I am doing (Section 4). The second shortcoming is, it does not ensure summarizing every sentence and it can skip a sentence entirely if it finds it does not contain any useful information according to the rule. These types of compressed sentence cannot enable skimming interface, as the screen reader users wants to keep a mapping between the reduced sentence and the original sentence [3]. The skimming interface will better simulate the visual skimming if we can let user switch between skimming and normal reading mode seamlessly (without changing the reading position). Therefore if a sentence is entirely skipped while preparing the reduced version of the sentence, then the system will have nothing to read to the user if he/she switches from normal reading mode to skimming for that particular sentence. Finally although they gave an example scenario of the possible application of their approach, they have never evaluated their technique/system with screen reader users in realistic environment, due to which we cannot justify the effectiveness of their technique.

A tool called Summate [36] provides variable length summaries which is based on sentence locations in a document. This particular tool parses the DOM and attempts pick the first sentence of each paragraph. At most 4 sentences are used: the first, the first sentence of the last paragraph, the sentence laying in the upper (75%) quartile and lower (25%) quartile. They consider sentences inside quotations as it is. The output of the summarizer can vary in sizes, depending on the number of sentences used in the summary. The authors also denote the quality of summaries by the terms High, Medium and Low. For example summary using four sentences contains more content and more expressive compared to those using one sentence. There for the summaries using four sentences are denoted as high quality and summaries using one sentence are denoted as low quality.

There is a firefox plugin [28] called Great Summary [79] for summarizing web pages specially articles. Once the tool is installed the tool appears in the firefox menu and can be applied on article web pages. After the tool is invoked it generates a couple of sentences as summary of the article, and reports if summary cannot be created. This plugin also provides an
option where user can select the number of sentences to be used to create summary; available options are 1 to 100 sentences. This tool enables variable length summaries by offering this option. Great Summary presents summary in a separate tabs in a new web page. This tool is basically about reviewing the summaries. But user often has to go back and read the original content to make sure if there is any missing information or to read further details. Therefore this tools is not appropriate to support non-visual skimming. Pluribo: Instant Summaries [64] is another plugin for firefox that targets the website Amazon.com. It basically generates summary of the customer reviews on a particular product. It helps user to learn the key lessons on the pros and cons of the product without going through all the past comments made by other people. Here you can also control the size of the summary. This is definitely a useful tool, but cannot be applied in general purpose summarization. One of the most popular firefox plugins SummaryFox [37] is a tool for Mac OS X, which provides selective summarization. User can highlight the text to summarize and select “Summarize” from the right-click menu, the summary service will come up with the summarized version of the selected text. This comes with extra option of tuning the summary size using a slider: from 1% to 100%. SummaryFox is same as other plugins in terms of presenting the summary and the original text but not having a mapping between them.

A statistical keyword extraction technique [57] presents an algorithm which is applicable to single document without using a corpus. This method is based upon extracting frequent words and the words that co-occurs with frequent words. They basically observe whether the distribution of co-occurrences of a term \(x\) with frequent terms is biased to a particular subset of frequent terms; if it is then the term \(x\) is probably a keyword. They used statistical measure to calculate the degree of bias. The main goal of this paper is to find a keyword extraction method that does not use corpus. In the first step they identify co-occurring terms. Once they identify co-occurring terms, they are clustered based on the similarity of distributions of co-occurrences among them. Subsequently they used pairwise clustering which basically combines the terms that co-occur more frequently, to yield relevant terms in the same cluster (i.e., doctor, nurse, hospital). Afterwards they calculate a special statistical measure of each term. Finally the algorithm outputs the given number of terms having the largest statistical measure they calculated. So user can specify the number of words they want and the algorithm outputs it. The main drawback of this algorithm is, they use the whole document to extract keyword where they calculate the word frequencies in the document, which is not useful for skimming. We explained
in Section 2 that a lot of web documents usually have small snippets of information, where the
frequency of words will be a distinguished feature to identify a keyword. Besides this particular
technique is likely to miss a sentence if they don’t find any of the words in it does not co-occur
with frequent terms with a bias. This is also against the requirement of the skimming interface,
which requires each sentence to be summarized.

In this objective, I experiment with different text analysis tools and design novel
summarization algorithms that could generate variable-size summaries for powering variable
speed non-visual skimming. Just as mentioned in the introductory sections, I will focus on
summarizing continuous textual content only. Once the properties are identified, I will
find/design summarization algorithms that support different compression ratios. The confidence
score of a classifier, which is at the base of the proposed summarization algorithm, may be turn
out to be very useful for “continuous” control of the summary size, i.e. it may enable us to obtain
a summary of just about any size.

5.1.2. Generation of Variable-Size Summaries

5.1.2.1. Basis

In my work [4] (Section 4.3), I have experimented with several classifiers to generate
extractive summaries. I have observed that different classifiers return summaries of different
sizes. In addition, some of the classifiers (in our experiment MultiLayer Perceptron and SVM)
had a confidence score that expressed the estimated probability that the classifier categorized the
results correctly. Therefore, if such a classifier is trained to categorize each word separately,
then, by varying the confidence-score threshold, it may be possible to vary the compression ratio
of the text and produce summaries of different size.

I will first formulate the requirements for the structure of variable size summaries to support
both the line-by-line and diagonal skimming. I hypothesize that regardless of the summary size,
whenever possible, variable-length summaries should have a good coverage of the target text,
e.g., they should include M words per sentence/paragraphs or M words for every K words of
text. Good coverage, as long as the words are not repeated, can give the user both a good
understanding of what the text is about and enable the user to search for information effectively.
One of the possible requirement can be that larger summaries should include the content of smaller summaries, i.e., \( S_n \) is a full text of length \( n \), and \( S_1 \) is this text’s one-word summary (which contains at least one word), \( S_2 \) is a two-word summary (which contains at least two words), etc., then summaries should have the following property: \( S_1 \subseteq S_2 \subseteq \ldots \subseteq S_n \). This property will enforce consistency across summaries; making it easy for the user to recognize a passage if the user skims through it more than once at different speeds. In contrast, if \( S_i \not\subseteq S_{i+1} \), then passage recognition may be inhibited, especially if the two summaries share little content. These properties will be verified both in focus groups and in controlled experiments with blind users. The experiments may yield more properties that summaries will need to follow, for instance, that shorter summaries should have mostly nouns.

In section 4, I have designed an algorithm \textit{SkimSentence} to choose words from a sentence to create a constant size summary that can support skimming interface. We follow a machine learning based method to train a model using the features we extract from words in the sentence. Later we use the model to classify the words whether they are “in Summary” or “not in Summary”. The top 3 classifiers we used for constant size summarization are: Random forest, Multi-layer perceptron, and linear SVM-based model. The performance comparison of different classifier is beyond the scope of this dissertation. With the classifier and with \textit{SkimSentence} algorithm, SVM-based model outperformed all other classifier in terms of F-measure and compression. One of the features that we did not use training the classifier is whether the word-node is the root of the tree. The root of the tree is grammatically connected/related to all other words directly or indirectly. In a sentence tree the child node (dependent node) is dependent on its parent node (governor node). Hence all the word-nodes are directly/indirectly dependent on the root node.

The standard term that is used in statistics, to measure the reliability of an estimate is confidence score/level/coefficient. It is a specific kind of interval estimate for a population parameter. Confidence score is calculated from the observation which is different from sample to sample. Sample to sample calculation is different because if the experiment is repeated it includes the parameter of interest most of the times. Confidence score determines the probability of the parameter to be contained in the observed interval.
According to [24] “A confidence interval with a particular confidence level is intended to give the assurance that, if the statistical model is correct, then taken over all the data that might have been obtained, the procedure for constructing the interval would deliver a confidence interval that included the true value of the parameter the proportion of the time set by the confidence level.” There is a difference between point estimates and interval estimates. Usually a point estimate is a single value which represents the estimate of a parameter of interest (i.e., mean of some data). On the other hand, interval estimate provides a range within which the parameter is likely to lie. Normally the confidence interval is presented in a table with estimates of the parameters to show the reliability of the estimates.

The probability value associated with a confidence interval is called confidence score (1-α). Normally it is written as a fraction. An example of the confidence score is can be (1-0.09) = 0.91, i.e. a 91% confidence score. A practical example: suppose a soccer tournament organizer predicted that, for the current season, team X will win 50% of the matches they play. The organizer may assign a 95% confidence score to the interval 50% plus/minus 5%. Therefore the organizer thinks it is very likely that team X will get points from 45% to 55% of the total matches they play. With the same information the organizer may assign a 90% confidence score to the interval from 47% to 53%. So it’s little bit less likely than before that X will get points from 47% to 53% of the total matches they play. The length of the confidence interval is primarily influenced by the sample size used in the estimation.

5.1.2.2. Detailed Procedure and Algorithm

In our experiment, Linear SVM-based classifier and Multilayer perceptron provides a confidence score (estimation of output class probabilities) for each classification, which is the empirical probability that the classification is correct. In [60] the authors presented a comparison of different post-processing methods for multi-class probabilities with standard SVM. They proved, SVM allows estimating posterior probabilities more accurately than classical multilayer perceptron.

We use as open source machine learning library Weka (section 4.3.1) to train a model using SVM classifier and use the trained model to classify words in a given sentence (whether they are in the summary or not) along with classification confidence score. Therefore instead of
outputting a class, it outputs confidence score/probability of classifying the word in “Yes” class (Yes means the word will be extracted for summary) and that of “No” class. In section 4.1.1 we described how we used Stanford parser to generate a sentence tree. From the tree we identified different features (section 4.2).

From the main characteristics we determined in section 3.3, we formulated we should do extractive summarization and each of the sentences should be summarized. And for variable level summary if we want to use a threshold that will control the size of the summary, the most reliable parameter is confidence score, because it can be used to rank the words according to their importance. In order to have a linear control over the summary size we have designed a simple technique to reassign the confidence scores in such a way which will be a linear function of the summary size and will not lose information on word ranking. There are few steps we do after we obtain the confidence score associated with each word. In the first step, we sort the words according to the confidence scores. Then we reassign scores to the words from a range of 0.0 to 1.0 in an equal spaced manner (i.e. the one with lowest confidence score will get the score of 0.0 and the one with highest confidence score will get the score of 1.0). Finally reorder the words to preserve the original position.

The steps are described with an example in Table 6:

<table>
<thead>
<tr>
<th>Original Sentence:</th>
<th>&quot;Amy is a busy student&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Words with confidence score (SVM)</td>
<td>(Amy, 1.0) (is, 0.6) (a, 0.5) (busy, 0.8) (student, 0.7)</td>
</tr>
<tr>
<td>Sort by Confidence Score</td>
<td>Amy busy student is a</td>
</tr>
<tr>
<td>Reassign 1.0-0.0 equally spaced way</td>
<td>(Amy, 1.0) (busy, 0.75) (student, 0.5) (is, 0.25) (a, 0.0)</td>
</tr>
<tr>
<td>Reorder by original position</td>
<td>(Amy, 1.0) (is, 0.25) (a, 0.0) (busy, 0.75) (student, 0.5)</td>
</tr>
</tbody>
</table>

Table 6. Basic steps of the algorithm with an example

After we refine the word-scores, we can now use a parameter to specify the size of the summary. Using this parameter we can control how big the summary would be in terms of percentage of original text. This parameter can take values from 0.0 to 1.0. For example if the parameter is set to 0.5, then all the words with score greater or equal to 0.5 will be extracted from the sentence to form the summary. This means we will not be using (1.0-0.5 = 0.5) around 50%
of the words, so the summary size will be around 50% of the original. If the parameter is set to 0.7, then we extract all the words with score equal or more than 0.7, which means we throw away around 70% of the words and summary will use \((1.0-0.7 = 0.3)\) around 30% of the words from original text. We used the term “around” while mentioning the percentage, because we have to consider the word as a whole while choosing them for summary rather considering part of it. The words are not of equal sizes. Therefore we cannot use the word “exactly” when we mention the summary size in percentage of original text size.

In addition to these: two additional rules have been included: First, the root of the sentence tree will always have the confidence score of 1.0, which means it will always be included in the summary. The reason is, to maintain the mapping between the original sentence and its summary for better comprehensibility for screen-reader users; we have to have at least one word in the summary. This is required to support the skimming interface, so that it can switch between sentence and its summary seamlessly without changing the reading position. Second rule is, we will assign the punctuations a confidence score of 1.0. In section 3.1.1.3 we found that punctuations were preserved by the human summarizer in most of the cases, because punctuation partitions sentences and helps contain original semantics. Therefore we keep the punctuations those appears in the middle of a sentence.

An example sentence and its variable length summaries are given below (Table 7 and Table 8).

**Original Sentence:** Afterwards, they often spray their skin with a protective coating of dust.

After sorting and reassigning scores, generated by the SVM Classifier for each word in the sentence is presented in the Table 7.
Next we present how we use the threshold to generate variable length summaries in the same sentence (Table 8).

<table>
<thead>
<tr>
<th>Summary</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Afterwards, they often spray their skin with a protective coating of dust.</td>
<td>0.0</td>
</tr>
<tr>
<td>Afterwards, they spray their skin a protective coating dust.</td>
<td>0.2</td>
</tr>
<tr>
<td>Afterwards, they spray skin protective coating dust.</td>
<td>0.4</td>
</tr>
<tr>
<td>they spray skin coating dust.</td>
<td>0.6</td>
</tr>
<tr>
<td>spray skin coating.</td>
<td>0.8</td>
</tr>
<tr>
<td>spray.</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 8. Summaries for different threshold for the sentence “Afterwards, they often spray their skin with a protective coating of dust.”
Based on the above we have designed the algorithm \textit{VariableSummary}. The algorithm takes a sentence and a confidence-score threshold to generate a summary of a certain importance and size. So for different thresholds it will generate summaries of different importance and different sizes.

**Algorithm: \textit{VariableSummary}**

\textbf{R:} Set of Typed Dependency Relations \{(W_{g1}, W_{d1}), (W_{g2}, W_{d2}), \ldots (W_{gn}, W_{dn})\} between words in a sentence, where Governor $W_{gi}$ depends on Dependent $W_{di}$ where $1 \leq i \leq n$.

\textbf{S:} Set of \langle confidence score, word node \rangle tuples: \{(CS_1, N_1), (CS_2, N_2), \ldots (CS_n, N_n)\}.

\textbf{T:} Sentence Tree: (Parents: Child) \equiv (Governor : Dependent)

\textbf{Input:} S: sentence to be skimmed; CT: Confidence Score Threshold

\textbf{Output:} M: summary as list of words

1. \textit{S} \leftarrow \{\} // set of \langle confidence score, word node \rangle tuples
2. \textit{M} \leftarrow [] //initialize list of summary words
3. \textit{R} \leftarrow \text{TypedDependencies}(S) //stanford parser
4. \textit{T} \leftarrow \text{ConstructTree}(R) //from typed dependencies
5. For each node \textit{N} in \textit{T}
6. \text{Do} \textit{O} \leftarrow \text{#ofOutgoingEdges}(N)
7. \textit{L} \leftarrow \text{LevelInTree}(N)
8. \textit{C} \leftarrow \text{#ofDescendants}(N)
9. \textit{I} \leftarrow \text{IncomingRelationType}(N)
10. \textit{P} \leftarrow \text{POSTags}(N)
11. \textit{F} \leftarrow \langle O, L, C, I, P \rangle //feature vector
12. confidence\_score \leftarrow \text{getConfidenceScore}(F)
13. \text{S}.\text{add}(\text{confidence\_score, N})
14. \textit{M} \leftarrow \text{WordsAboveThreshold}(S, CT)
15. Return \textit{M}
Algorithm: \textit{WordsAboveThreshold}

\textbf{Input}: SN: set of \textit{<confidence score, word node>} tuples; CT: Confidence ScoreThreshold

\textbf{Output}: M: summary as list of words

1. \( M \leftarrow [] \) //initialize list of summary words
2. \( FN \leftarrow {} \) //initialize final set of nodes
3. \( \text{SortedSN, newSN} \leftarrow {} \) //init list of \textit{<score, node>} tuples
4. \( \text{SortedSN} \leftarrow \text{Sort SN by confidence score in ascending order} \)
5. \( \text{NewSN} \leftarrow \text{distribute scores 0.0-1.0 equally, in SortedSN} \)
6. For each tuple \( <S, N> \) in \text{NewSN}
7. Do If \( S \geq CT \)
8. Then \( FN.add(N) \)
9. \( M \leftarrow \text{OrderNodesGetWords(FN)} \)//get words in original order
10. Return M

5.1.3. User Study : Variable Size Summarization

In this user study I compare several types of summaries of different sizes generated by our \textit{VariableSummary} algorithm in terms of comprehension level as it presented to blind people. This experiment will help us establish the relation between summaries of compression level output by our summarizer. In addition it will compare the effectiveness of the summarization algorithm output to human generates summaries. In the experiments, we will measure the ability of the subjects to understand and retain information after listening to or reading different summaries. We will also measure subjective perception of quality of skimming summaries. Statistical significance tests (e.g., such as two-tailed paired t-test and analysis of variance) will be used to compare the effects of the interfaces on the dependent variables.

5.1.3.1. Experimental Setup

To evaluate our skimming algorithm we have used the same interface we used the user study described in section 4.4. The articles we chose for the study were normal news articles from
**Original paragraph: S0 : 0% Compression of the Original Content**

Female elephants cows live in family herds with their young, but adult males bulls tend to roam on their own. Having a baby elephant is a serious commitment. Elephants have a longer pregnancy than any other mammal almost 22 months. Cows usually give birth to one calf every two to four years. At birth, elephants already weigh some 200 pounds (91 kilograms) and stand about 3 feet (1 meter) tall. African elephants, unlike their Asian relatives, are not easily domesticated. They range throughout sub-Saharan Africa and the rain forests of central and West Africa. The continent’s northernmost elephants are found in Mali’s Sahel desert. The small, nomadic herd of Mali elephants migrates in a circular route through the desert in search of water.

**S20 : 20% Compression of the Original Content**

Female elephants cows live family herds their young, adult males bulls tend roam their own. Having a baby elephant serious commitment. Elephants have longer pregnancy other mammal almost 22 months. Cows give birth to one calf two to four. birth, elephants weigh some 200 pounds 91 kilograms stand 3 feet 1 meter tall. African elephants, Asian relatives, are not easily domesticated. They range sub-Saharan Africa the rain forests central and West Africa. The continent’s northernmost elephants found Mali’s Sahel desert. The small, nomadic herd Mali elephants migrates a circular route the desert search of water.

**S40 : 40% Compression of the Original Content**

Female elephants cows live family herds young, adult males bulls tend roam. Having baby elephant serious commitment. Elephants have longer pregnancy mammal 22 months. give birth to one calf to four. birth, elephants weigh 200 pounds 91 kilograms 3 feet 1 meter. African elephants, Asian relatives, are not range sub-Saharan Africa rain forests central West Africa. northernmost elephants found Mali Sahel desert. small, nomadic herd Mali elephants migrates circular route desert search water.

**S60 : 60% Compression of the Original Content**

elephants cows live family herds, adult males bulls. Having baby commitment. have longer pregnancy mammal 22. give to calf to four, weigh 200 pounds kilograms 3 feet 1. African elephants, Asian, not. range Africa rain forests West Africa. elephants found Sahel desert. herd Mali elephants migrates route desert search water.

**S80 : 80% Compression of the Original Content**

elephants live family, bulls. Having baby. have pregnancy 22. give to. weigh 200 3 feet. elephants, Asian, range West Africa. found desert. herd migrates desert search.

<table>
<thead>
<tr>
<th>Table 9. Summaries of Different Compression level</th>
</tr>
</thead>
</table>

65
different websites. To evaluate the skimming algorithm subjects were asked to perform five tasks in a scenario called “Listening and Comprehension”. In each of these tasks subjects will use any of the five type of summaries: S0(0%), S20(20%), S40(40%), S60(60%), S80(80%); generated by our VariableSummary algorithm. In a within-subjects experiment that had a 5 by 5 cell design, we had subjects listen to 5 different articles using 5 different compression levels (Table 9). We varied the order of the tasks for counter balancing and to make it unbiased. In the beginning the subjects were a sample listening-and-comprehension task to get familiar with the speech and system. This particular task did not require any use of the shortcuts. Including the question answering section each task took 10 minutes on average. A set of 12 questions were asked. We followed the same question categories as we used in section 4.4.3.

After completing each task the participants were asked to rate the perceived difficulty of the task on a 5-point likert scale (1=Very Easy to 5=Very Hard). At the end of experiments we read statements about the skimming experience to the subjects and ask them to rate the statements on a 5-point likert scale (1=Strongly Disagree to 5=Strongly Agree) (Table 10).

5.1.3.2. Power Analysis

Power analysis is an important part of experimental evaluation. It allows us to find out the minimum sample size needed to detect an effect of a given size with a given statistical significance level. Similarly once can find the probability of detecting an effect of a given size with given statistical significance level and sample size. Power analysis can be done in either a priori or post hoc style. A priori style power analysis is done before the data is collected, and is typically used to approximate sufficient sample sizes to achieve adequate power. Post-hoc style analysis is done after data collection is done, which we don’t consider for our user study. Basically as the power of the statistical test increases, the probability of a Type II error (making a false negative choice) occurring decreases.

Four measures have close relationship, sample size, effect size, significance level, power. Given three of these we can determine the fourth.
For this particular user study we will be dealing with 5 groups of data (five summaries of different compression levels) in order to discover the relationship among them. We will no ANOVA test (Analysis of Variance) to check if these five groups of data are statistically significantly different and if there is any linear/nonlinear trend among these groups.

I have used R (statistical programming language) [30] and a power analysis library [66] to do the power analysis. The formula used in power analysis for ANOVA is:

\[
pwr.anova.test(k = , n = , f = , sig.level = , power = )
\]

Where

\[k = \text{number of groups}\]
\[n = \text{sample size}\]
\[f = 0.1, 0.25, \text{ and } 0.4 \text{ represents small, medium, and large effect sizes respectively}\]
\[\text{sign.level} = \text{significance level of the test (i.e., } 0.05)\]
\[\text{power} = \text{Probability of rejecting a false null hypothesis (i.e., } 0.7)\]

For comparing 5 different groups of data, a large effect \(f=0.4\), significance level=0.05 and for power 0.8 we execute the following command in R

\[
pwr.anova.test(k = 5, f = 0.4, \text{sign.level} = 0.05, \text{power} = 0.7)
\]

The computed estimated sample size is \(n = 13.08497\)

So the minimum number of subjects required for the study is \(14 \approx 13.08497\).

5.1.3.3. Participants

Disability Resource Center of Anonymous State University helped us recruit 15 participants who were visually impaired, for our user evaluation. 6 of the participants were male and 9 were female. The age distribution of the participants was evenly distributed from 25 to 62. All of them were well-versed in screen readers having JAWS as their primary screen reader. 3 of them
considered themselves expert user, 6 of them were very comfortable, 5 of them were comfortable, 1 of them were mildly comfortable with computer. Distribution of internet usage was: 4 subjects use more than 20 hours per week, 8 subjects use 11-20 hours per week, 1 subject uses 6-10 hours per week, 1 subject uses 1-5 hours per week and 1 subject never uses internet.

5.1.3.4. Hypotheses and Results

I have formulated specific hypotheses which I accept or reject based on the statistical significance test. We will present the hypotheses and the results from user evaluation and discussion on the results as well.

We considered statistical significance level of alpha = 0.05, while conducting the ANOVA (analysis of variance) tests on the data. As discussed in the power analysis (section 5.1.3.2) we achieve the power of 0.7 for the statistical test we conduct on the data. Because we use relatively high value of power for power analysis and use the minimum number of subjects required (Section 5.1.3.2), therefore the probability of the Type II error will be low in ANOVA we conduct here.

H1: After reading each of the summaries S0, S20, S40, S60 and S80 subjects can answer decreasingly less questions correctly.

Results: Subjects were able to answer with average accuracy of 0.75% (St. Dev. = 0.09%), 0.67% (St. Dev. = 0.10%), 0.56% (St. Dev. = 0.11%), 0.44% (St. Dev. = 0.11%), 0.10% (St. Dev. = 0.10%) after listening to summaries S0, S20, S40, S60 and S80 respectively (Figure 11). We would like to mention that the actual order of reading these summaries was randomized to remove the bias.

A one-way ANOVA was used to test accuracy differences in answering four types of summaries A, B, C, and D. The accuracy with which subjects gave answers differed significantly across the four types of summaries, F (4, 70) = 106.6, p < 0.0001. The post-hoc test for linear trend shows that there is a significant trend, that answering accuracies decreases as you read summary type S0, S20, S40, S60 and S80 respectively, Slope -0.1536, p < 0.0001.
Discussion: Overall, we observed a gradual increase in the correctness of the answers. This means the comprehension level of the summaries increases as the compression level decreases. We also found these summaries are significantly different in terms of user comprehension level, which ensures that no two consecutive summaries have almost similar content. So everything we present a different summary to the subjects, it has significantly more or less content than the previous ones. So these five different summaries can be used to support skimming interface to support variable speed skimming.

H2: Subjects perceive the questions to be increasingly harder for summaries S0, S20, S40, S60 and S80 respectively.

Results: We have used a Likert scale (1=very easy to 5=very hard) based on which subjects rated the difficulty of the listening-and-comprehension task on average: 2.10 (St. Dev. = 0.70) for summary S0, 2.70 (St. Dev. = 0.10) for summary S20, 3.60 (St. Dev. = 0.71) for summary S40, 4.23 (St. Dev. = 0.78) for summary S60 and 4.73 (St. Dev. = 0.46) for summary S80, which shows a clear increase in the difficulty level (Figure 12).
To test the differences of the difficulties perceived in answering five types of summaries S0, S20, S40, S60 and S80 we conducted one-way ANOVA test. The difficulty perceived by the subjects while answering questions using different summaries were significantly different from each other, F (4, 70) = 31.78, p < 0.0001. After conducting a post-hoc test for linear trend we found there is a significant trend, that answering difficulty increases as the user read summary type S0, S20, S40, S60 and S80 respectively, Slope 0.6867, p<0.0001.

**Figure 12.** Average perceived difficulty (St. Dev.) of question answering with summaries S0, S20, S40, S60 and S80

**Discussion:** It is quite usual that the subjects found the task using summary with no compression S0 to be the easiest one, because this is the original article and it contains all the information. Most importantly the higher compression level of the content, less easy the task associated with it.
5.2. Touch based Skimming Using Variable Size Summary

5.2.1. Background

While the use of shortcut-driven screen reading remains prevalent among blind people, touch-based and, especially, hybrid (shortcut and touch) interfaces are gaining in popularity. An exemplary touch-based screen-reading interface can be found on Apple’s iOS devices such as iPad and iPhone, where, by using gestures and finger dragging with VoiceOver (VO) [80] screen reader, blind people can access the user interface and browse the Web. An example of the hybrid interface can be found in Apple’s Macbooks, where VO users can utilize both keyboard and touch to interact with content.

Figure 13. Finger Fatigue on VoiceOver Gesture Interface on MacBook

Figure 14. Fat Finger on VoiceOver Dragging Interface on MacBook
With these interfaces, users can listen to the beginning of each sentence/paragraph or listen to the content under the finger. Regrettably, this interface does not match the effectiveness of visual skimming. Furthermore, in my work [5], I have shown that “finger fatigue” (Figure 13) and “fat-finger” (Figure 14) are the two problems that make interaction with the VO’s touch-based interface ineffective. Specifically, swiping through the content on the page requires too much interaction and causes “fatigue”; and dragging the finger over the touch-pad/screen makes it easy to skip over the content that is “thinner” than the finger.

Another work [68] discusses issues of small viewing form factor of touch based devices for web browsing and proposes a technique to automatically summarize and structure the web documents into readable and browsable format. They basically focus on the structure of the web documents and split the web documents into several smaller documents for contextual analysis. Once the contextual analysis is done, they get summarization of each document and which is used to label the documents. They use abstractive summarization approaches to, which means they reorder/rephrase the words to create the labels – this breaks one of the main requirements of skimming as per the requirements gathered from blind users and experiments [3]. Finally they present the webpage as a table of labels sorted by natural order. This natural order is most of the times misleading because sequential list cannot hold the context/semantics of geometric positions of the web segments. From the table of labels, the user is able to click a label of his/her choice to read in details. This basically breaks the flow of the web page and thus fails to preserve the spatial positions of the content which narrows the gap between visual and non-visual web browsing.

A unique application for summarization is provided by, handheld touch based devices such as personal digital tablets and smart-phones. These mobile environments have many opportunities to offer customized summaries. The main summarization techniques followed by these hand-held devices are document keyword extraction, and small summaries by sentence shortening. Word compaction [21] is also used for some environment. However, the ideal technique for sentence compression is based on syntactic and semantic analysis, which can also be applied [10, 34]. One of the papers [15] demonstrates that, the speed in web navigation and number of button presses or pen actions are greatly improved by applying techniques based on combination of keywords and single-sentence summaries.

A radial scroll tool [75] for small and large scale touch displays has been presented to enable faster document navigation. Instead of dragging an elevator like scroll bar or using several key
presses like page up/page down or up/down arrow key, user can make gestures on the document surface and move their finger in a circular fashion either clockwise or anticlockwise and get the document scrolled. They basically gave an idea on how to resolve “finger fatigue” for a particular case of long document scrolling. This work enables faster document browsing and can be added on top of touch-based skimming interface to scroll multipage documents. As we want to imitate the skimming experience of sighted reader, we want them to move their finger over the document and listen to all the content that comes under their finger.

In [58], a two-handed interface has been described which is a new feature to the touch based PDAs. They basically let user interact with touch based devices with thumb in combination with the pen or other finger. The device can detect the combined movement of two points on its screen without additional hardware and the thumb will act as a support to the task of pen/finger. This two-handed gesture interface can be handy if we can use it to change the settings for the skimming interface.

For mobile touch screens there is a work [46] investigating multi touch interaction techniques to make it accessible to blind people. Authors target the touch interfaces because it’s still largely inaccessible to the blind users and there is not easy and efficient accessible alternative to this. Because of the blind people’s inability to visually locate the objects on mobile screens, they face this accessibility issue. Here the authors introduce a “Slide Rule” which consists of very generic audio based gesture designs that allows access to mobile applications or blind people. They have categorized the applications into major subclasses and assign gestures for different features of that application. We consider these “Slide Rule”s while designing our touch-based skimming.

In this objective, I design a touch-base interface for non-visual skimming. Furthermore, I investigate whether the skimming interface can alleviate the finger fatigue and fat-finger problems. Just as mentioned in the introductory sections, I will focus on skimming continuous text that is not interrupted with other links.
5.2.2. Designing the Touch-based Skimming Interface

5.2.2.1. Strategy and Methodology

Although a lot of work has been done on touch interface to make things faster, but none of them focused on navigating web faster for people with visual impairment other than VO. As people with visual impairment prefer simpler gesture compared to complex one, we built our touch-based skimming interface as simple as possible.

In the previous section, we investigated whether touch-based skimming can be enabled by both dragging and gestures. We explored different designs for a touch-based skimming interface. We follow the participatory design principles and arrange focus-group sessions to engage accessibility consultants, and end users in the design process. Following the implementation, we evaluate and compare different interface designs in controlled and in-situ [71] user studies. We use the Android platform to enable skimming on touch screens and we use our HearSay platform to experiment with touch-based skimming on laptops with touch-pads.

We extended the typical screen-reading gesture interface, such as that implemented by VoiceOver (VO) [80], with gestures enabling the user to initiate and stop skimming. For example a down-pointing double-finger swipe may be used to initiate line-by-line continuous-mode skimming from the current reading position. The continuous skimming may help avoid the finger fatigue problem that may occur when users try to swipe through a lot of the content, trying to skim by reading the beginning of each sentence. Powered by customized summarization algorithms (Section 5 and 5.1.2), the skimming interface will narrate the most salient pieces of information, which can be easily missed when only reading the beginning of each sentence. The pinch-in and pinch-out gesture will control the desired speed of skimming, allowing the system to vary the compression ratio of skimming (Section 5). The pinch-in and pinch-out gesture is audio aided (sounds of different pitches), which will help user to know if he/she will read more or less. The user may return to the regular reading mode by choosing the lowest compression ratio by pinching-in until it reaches the lowest compression ratio.

I will extend the typical finger-dragging interface, such as that implemented by VoiceOver, to enable skimming by dragging. The resulting system will skim depending on the compression level chosen by the user by doing pinch-in and pinch-out. As soon as the user do a ”tap-and-
hold” and starts dragging the finger on the touchable surface; the system will then read in the desired skimming speed (currently chosen compression level). This interface may help alleviate the fat-finger problem, since the system will not be skipping any content as happens with VoiceOver. The effectiveness and usability of this kind of skimming in real world scenarios will be determined in user studies.

It is notable that, in VoiceOver, the geometric coordinates of gestures have no effect on what content is be read, while, in the dragging interface, both on touch screens and Macbooks, the finger position is translated to the corresponding content on the screen. Our preliminary work [5], suggested that a dragging interface that does not do coordinate translation may be more usable; for example, dragging the finger anywhere on the touch pad of a regular laptop does move the mouse pointer from its current position, rather than placing it on the screen in the position corresponding to the touch-pad coordinates. For these reasons in addition to co-ordinate translation we are providing swipe and two-finger-scroll based skimming, which will let the user control an invisible second cursor on the screen to navigate the sentences.

In this objective, I will also designed an interface for shortcut-based variable-speed skimming, because I expect that a number of screen-reader users will continue to utilize their old screen readers that do not support touch. The interface described in section 3.1.3, with a slight modification, can support variable-speed skimming. Similar to touch-based skimming, shortcut-based interface may allow only 3-4-5 speeds at most, before it becomes very difficult to operate.

In our preliminary pilot study, we did not find the backward skimming very useful, because it creates confusion in the information flow and users were performing well in the tasks. Therefore although we have the infrastructure to support skimming/variable-speed skimming backwards, we did not include it in the actual user study.
5.2.2.2. Interface

Based on the discussion we had in the previous few sections, we have designed our touch-based skimming interface. The platform we target here is the “Android” [33]. The main reasons behind this choice is it’s open source. More and more devices are supporting android these days. From phone or tablet in the TV in camera in home everywhere people android is getting popular. Android is giving an open source platform for developing various kinds of applications and share them in an open marketplace for making the growing community even stronger by exploiting the power of product distribution. Android provides a very generic single application model which bridges/supports all the android supported devices. So once we develop an app for Android platform we can deploy it to a wide range of devices (i.e., tablets, smart-phones). The SDK itself comes with powerful APIs to manage the User Interface and backend hardware at the same time. Besides, the learning curve of the android development is not that high, so given our time constraint to develop a research prototype, we chose the android platform to develop the touch-based skimming interface and deploy our variable-speed skimming algorithm in it.

We used “Samsung Galaxy Tablet 10.1” as device to build the prototype. For TTS we used IVONA TTS [41] voice “Amy” with speech rate of 180 words per minute. The speech rate was determined from interviews and user study done with blind people in my previous work (section 3 and 4).

And exemplary interface presented by VoiceOver, is the basis of our skimming interface. In addition to what Voiceover provides to read an article content our goal is to add the skimming feature on top of that. I will maintain a cursor to keep track of the current sentence being read. The gestures we design here will use the cursor as a reference point and process the user commands accordingly.

A gesture we will implement here is “single finger swipe”. Swipe with single finger will enable the user read the next or previous sentence. Swiping in the left direction on the touch interface will read the previous sentence of the current cursor/sentence of the article. Swiping in the right direction will read the next sentence of the current cursor/sentence of the article. At any point of time we can stop the system in the middle of reading a sentence, by making appropriate
gesture. For this gesture the user does not have to worry about the gesture position on the touch interface. He can make gesture anywhere on the surface he/she wants.

To enable continuous reading of the article, we incorporate a gesture “two finger swipe down”. Swiping with two fingers in downward direction makes the system read the all the sentences until the end of the article starting from the current sentence or cursor position. At any point of time you can stop reading by making the gesture for pause. Making the pause gesture once again will make it resume from the sentence where it was paused. This gesture is very useful when the user does not want to browse sentence by sentence and more interested in listening the story with as less interaction as possible.

We have introduced a gesture called “single finger tap and hold”, which basically gives the user idea about the geometric positions of the sentences and paragraphs. The system starts reading the sentence when user taps and hold his/her finger for long (2 secs). The user can lift his/her finger anytime and the system will stop reading. Otherwise, the user can move his/her finger around the surface without lifting the finger. While moving the finger around the system will read all the sentence that comes under the finger. To be more specific suppose the system just started reading a sentence under the finger and the user just moved into a new sentence, then the system will stop reading the previous sentence and start reading the new one.

To pause the system we implemented a gesture called “two finger tap”. To stop the system reading at any point of time, user can make two finger tap. It works different for different reading mode though. For example while reading one by one by swipe gesture, two finger tap will pause the system only, but for continuous mode reading two finger tap will toggle between pause and resume the reading.

The final and most important gesture we have designed is “pinch”. The user can do pinch-in and pinch-out to control the speed of the skimming. In the core what it does is choose how much of the original text will be used to construct the summary. We tried to imitate the zoom-in/zoom-out gesture and feature which is very common in touch based devices these days. So while pinching-in we ask the system to provide more details of the story similar to zoom-in for an image zoom, and for pinch-out we want to read smaller story akin to zoom-out feature for an image.
In the user interface there is a slider that appears on the top of the browser which indicates the compression level of the summary. The left most end of the slider indicates the lowest compression level (0%), which means all of the original contents will be used to construct the summary for skimming. Similarly the right end of the slider indicates the highest compression level (100%), which means the least (at least the root word) (section 5.1.2) of the original content will be used in the skimming. So ideally user can set the slider at any point between two ends (0% to 100% compression level).

But having a range with continuous points of compression ratio is much harder to control, compared to a range with discreet points. Also from the initial interview with our accessibility consultant provides insight on why we should have discreet points within a range to regulate compression levels. Therefore we decided to have five different compression levels which can be chosen by moving the slider in the top. The five different compression ratios are 20%, 40%, 60%, 80% and 100%. For sighted user it’s very easy to set the slider to one of the five different compression ratios but moving the slider with their finger, where for blind users it’s not. Therefore we used short length sounds of different pitches to let the user know which end they are approaching. For example as the user approaches to the leftmost side of the slider which
means lower compression ratio the system will play short-length sound with higher pitch. On the other hand as the user moves towards the rightmost/higher compression ratio, it will play same sound with lower pitch. So basically using the pinch-in or pinch-out gesture, the blind user controls the compression level slider. To summarize as the user pinches-in the slider will keep moving to left, decreasing compression level and playing higher pitch sounds and vice versa. The device and the interface illustrated in Figure 15.

There is a special module designed in the application to collect data during user evaluation. This particular module keeps track of all the users and the tasks they have done and collect user action data, time stamps for future analysis. According to your previous studies (section 3 and 4) and our accessibility consultant, we collect the number of different kinds of gestures made by different subjects, the compression ratios they are using and the time stamps. We have incorporated a file browser using which we can load html files and change the subjects id for individual experiment. The application creates separate data collection folder for each user and logs all the interactions made for each different files into that folder.

So in summary the interface we designed supports all the typical navigation shortcuts used by the only mainstream touch based screen-reader VoiceOver [80]. On top of that in order to gain control over the reading speed, we incorporated the pinch-in/pinch-out gesture.

5.2.3. User Study : Touch based Skimming

5.2.3.1. Experimental Setup

As I have designed touch-based and shortcut-based interfaces for variable-speed skimming, I have compared their effectiveness with each other.

I have conducted user studies with blind people, who were asked to complete several information-oriented tasks on touch-screen devices. Subjects were asked to look for specific information in a body of text or skim through the information to get the gist of the text using gestures and/or dragging interfaces or keyboard shortcut based interface. I have used summaries generated from VariableSummary algorithm (Section 5.1.2.2) in these experiments.
In the experiments, I measured the time and the number of interactions, such as number of different types of gestures (swipe, tap and hold, drag, two finger tap, two finger swipe), number of keystrokes etc. required to accomplish these tasks. Statistical significance tests (e.g., two-tailed paired t-test and analysis of variance) were used to compare the effects of the interfaces on the dependent variables. The power analysis showed the minimum number of subjects I needed for the user study. I have conducted in-situ experiments to observe the behavior of blind users to see if they can find other applications for variable-speed skimming.

In this within subject experiment we have a 5 by 5 cell design, we ask each subject to skim/read through 5 different articles using touch-based skimming interface (without skimming T, with fixed speed skimming TSF, with variable speed skimming TSV) and keyboard interface (without skimming K, with fixed speed skimming KS). The tasks are counterbalanced across subjects to avoid bias. For each task we ask a question to the subject, which they have to find in the article. They were instructed not to use the keyword search feature because the experience with screen readers may vary across different subjects. Also to make sure subjects cannot find the word using keyword, we created the questions without using the actual words from the article.

The answer to the question lied in the last paragraph of the article, in order to record more time to find the answer so that we can clearly detect if there was any effect of skimming or not. If the answer lies in the first paragraph then the times required to find answer are likely to be the same with and without skimming, resulting in an ineffective user evaluation. Also if we would vary the location of the answers it would have increased the variation in task completion times. In addition in order to avoid the learning bias of the subjects, we introduced dummy tasks in between two consecutive real tasks, where the answers were present randomly in different paragraphs.

For this evaluation, we will record the time user spends to find the answer, the number of gestures they use. We let the user practice with a sample task first before doing actual experiment until he/she is comfortable with it. Each of the tasks took around 10 minutes.

We have asked some post completion questionnaires on the tasks (Section 5.2.3.5)
5.2.3.2. Power Analysis

Section 5.1.3.2 illustrated the basic overview of what power analysis is and discussed about the tool we are using for power analysis. According to the tool the following formula is used:

\[ \text{pwr.t.test}(n = , d = , \text{sig.level} = , \text{power} = , \text{type} = , \text{alternative} =) \]

For this user study we want to compare two groups of data (i.e., times required to find information on touch interface with and without skimming). The hypotheses we want to prove whether the task “searching for info” on touch-based skimming interface is faster (let’s say two times) than that on 1) regular touch interface and 2) keyboard based skimming interface. We determine the parameters in the following:

- \( \text{mean1} = \text{mean1} \) (no change in speed) (null hypo)
- \( \text{mean2} = 2 \times \text{mean1} \) (twice speed) (alternative hypothesis)
- common std deviation = mean1 (taking worst case, large deviation)
- effect size = \( d = \frac{|\text{mean1}-\text{mean2}|}{\text{mean1}} = 1 \)
- sig.level = 0.05
- power = 0.7
- type = "paired"
- alternative = "greater"

For power=0.7, we execute the following command:

\[ \text{pwr.t.test}(d=1, \text{power}=0.7, \text{sig.level}=0.05, \text{type}=\text{"paired"}, \text{alt}=\text{"greater"}) \]

The computed estimated sample size is \( n = 6.273823 \)

So the minimum number of subjects required for the study is \( 7 \approx 6.273823 \).

5.2.3.3. Participants

The subjects who participated in the evaluation (section 5.1.3.3) of VariableSummary Algorithm, also participated for the user evaluation of touch-based skimming interface. 2 of them...
considered themselves expert user, 1 of them were very comfortable, 4 of them were comfortable, 8 of them were mildly comfortable with touch based device.

5.2.3.4. **Hypotheses and Results**

**H1:** Finding information on touch-based screen reading interface with variable speed skimming is faster than ad-hoc touch-based navigation.
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**Figure 16. Average time to reach and understand the answer to a question with variable speed skimming vs. without variable speed skimming on a touch interface (St. Dev.)**

**Result:** While recording time for task completion, we considered two aspects. First, the time user spends to navigate to the sentence containing answer and the TTS reads out the answer. Second, the time user spends to give the answer verbally. In Figure 16 we referred to them “time for TTS” and “time for subject” respectively. While searching for information, subjects took on average 128.07 seconds (St. Dev. = 29.60) to reach the answer using variable speed skimming and 296.86 seconds (St. Dev. = 56.21) using ad-hoc touch based navigation (Figure 16). There was a significant difference in the speed of navigation (t=14.47, df=14, p<0.0001). The time it took the subjects to actually answer the questions was on average 130.93 seconds (St. Dev. 29.14 seconds) and 300.60 seconds (St. Dev. = 56.84 seconds) for skimming and reading respectively.
The one-tailed paired t-test \( t=14.22, \text{ df}=14, p<0.0001 \) found this difference to be statistically significant; thus, we accept H1.

**Discussion:** Subjects were able to navigate to the answer location 2.3 times faster using touch-based interface with skimming compared to using touch-based interface without skimming. However, to actually answer the questions, subjects were 2.2 times faster while using skimming compared without skimming. These results indicate that touch-based skimming interface can be effective in saving time while navigating long documents/web contents.

**H2:** Variable size skimming on touch based interface was easier than ad hoc touch-based searching.

**Result:** We found that, on average, people rated the difficulty of the tasks using variable speed skimming as 1.60 (St. Dev. = 0.63) and the difficulty of tasks without variable size skimming as 3.10 (St. Dev. = 0.79). Using the one-tailed paired t-test, we found skimming appeared to be significantly easier than ad hoc navigation \( t=8.88, \text{ df}=14, p<0.0001 \), rejecting the null hypothesis.

**Discussion:** This was a quite a unique finding, especially considering that the subjects have had very little experience with skimming. In our experiments with variable size summary (5.1.3) although the user found the full text S0 is the easiest one in terms of comprehension, while using the touch interface along with variable size skimming they found this combination a lot easier.

**H3:** Finding information using touch-based skimming interface is faster than keyboard-based skimming.

**Result:** The average time spent on reaching the answer using touch-based skimming is 148.06 seconds (St. Dev. = 29.60) and using keyboard-based skimming is 174.93 seconds (St. Dev. = 46.22). The difference in speed was significantly different \( t=3.11, \text{ df}=14, p=0.0038 \). For actually answering the questions, subjects took on average 150.33 seconds (St. Dev. = 29.14) for touch-based skimming interface and 176.93 seconds (St. Dev. = 45.77) for keyboard-based skimming. After doing one tailed paired t-test we found the difference of the speed was statistically significant \( t=3.087, \text{ df}=14, p=0.0040 \); thus we accept H3. (Figure 17)
Discussion: Subjects were more comfortable in using touch based skimming interface because it’s intuitive and unlike keyboard-based skimming you don’t have to remember the position of keys or numerous shortcuts, it’s just the gestures that you can make anywhere on the touch surface.

**H4:** Finding information using touch-based skimming interface is easier than keyboard-based skimming.

**Result:** We found that, on average, people rated the difficulty of the tasks with touch-based skimming as 1.96 (St. Dev. = 0.85) and the difficulty of tasks with keyboard-based skimming as 2.46 (St. Dev. = 0.83). Using the one-tailed paired t-test, we found touch-based skimming appeared to be significantly easier than keyboard-based skimming (t=3.094, df=14, p=0.0040), rejecting the null hypothesis.

**Discussion:** The touch based interface was easy to use compared to keyboard based interface, because the gestures are intuitive, the subjects did not have to spend time to recall the shortcuts or find the position of the keys.

**H5:** The difference between the time spent on reaching the answer and the time to actually answer the question using touch-based skimming is less than that of keyboard-based skimming.
**Result:** The time the subjects took to perceive the answer after reaching is 2.86 seconds (Std. Dev = 2.94 seconds) for touch-based skimming and 2.40 seconds (Std. Dev = 1.88 seconds). One tailed paired t-test shows the difference between these two times were not significant (t=0.4962, df=14, p=0.3137), thus rejecting H5.

**Discussion:** Although touch-based skimming is faster than that of keyboard-based, the perception time of the subjects did not vary because of the change in interface.

**H6:** Keyboard based skimming is faster than ad-hoc keyboard based searching.

**Result:** Subjects took on average 174.53 seconds (St. Dev. = 46.21) to reach the answer using keyboard based skimming and 288.27 seconds (St. Dev. = 89.81) using ad-hoc searching. One tailed paired t-test (t=6.541, df=14, p<0.0001) shows significant different in speed. It took on average 176.93 seconds (St. Dev. 45.77 seconds) and 298.8 seconds (St. Dev. = 89.21 seconds) for skimming and reading respectively, for the users to actually answer the questions. The speed difference was statistically significant as well (t=8.201, df=14, p<0.0001).

**Discussion:** This particular hypothesis was verified in H8 in section 3.1.4.2. Since this time we ran it using different subjects, we could not assume that keyboard based skimming was faster than ad-hoc searching. Therefore we ran this same experiment again to ensure the hypothesis H8 in section 3.1.4.2 is not also violated for the participants of the current experiment. This also ensured users properly answered post completion questionnaires (section 5.2.3.5) on comparison between keyboard and touch interface, because without experiencing the utility of keyboard based skimming it would be hard to compare them.

### 5.2.3.5. Post Completion Questionnaires

At the end of the experiments, we read statements about the variable speed skimming experience using touch interface to the subjects and asked them to rate the statements on a 5-point Likert scale (1=Strongly Disagree to 5=Strongly Agree) – **Table 10** summarizes the ratings. The ratings in the questionnaires shows that majority of the subjects agrees that skimming touch-based skimming is faster than regular touch-based navigation or keyboard based skimming. They also express their high interest to use the touch interface in the future.
To complete the research, we are offering these verbatim quotes of our subjects commenting on the skimming:

“This is my first experience with touch. Once you are familiar with the touch interface it's pretty easy. With the touch interface I got impression to move faster than keyboard based interface. I think 1-2 weeks of practice would do to get used to the touch interface.”

“For keyword search skimming is the second option to look for info. For getting overview skimming is the 1st option. I think it’s faster and touch can be equal good as keyboard.”

“it picks up keywords and main points...I prefer touch more than keyboard based because you don’t have to remember the key locations. It's easier to remember gestures...I loved the way various speed skimming is implemented. It gives me control on how much information I need...I don’t think much practice is necessary”

“I like the touch based interface much more compared to keyboard based interface. I wish I never had to use the keyboard other than typing. On the other hand, touch interface is intuitive (flipping page, pinch out pinch in). Touch based skimming is really cool.”

“Usually I don’t like compressed article but even with compression it's better because I have independent control of the speed..... It's useful. Skimming is faster is some situation, but reading

<table>
<thead>
<tr>
<th>General Statements</th>
<th>Avg. (St. Dev.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I wish I could look through articles faster than I can with a screen reader</td>
<td>4.60 (0.63)</td>
</tr>
<tr>
<td>I experience difficulties in fast navigation in an article with regular touch interface</td>
<td>4.13(0.74)</td>
</tr>
<tr>
<td>Touch based skimming made reading articles faster than regular touch navigation</td>
<td>4.67(0.48)</td>
</tr>
<tr>
<td>Touch based skimming is easier than keyboard based skimming</td>
<td>4.13(1.12)</td>
</tr>
<tr>
<td>I want to use the touch based skimming feature in the future</td>
<td>4.67(0.48)</td>
</tr>
</tbody>
</table>

Table 10. Post Completion questionnaire on Touch-Based skimming

5.3. Testimonials

To complete the research, we are offering these verbatim quotes of our subjects commenting on the skimming:

“This is my first experience with touch. Once you are familiar with the touch interface it's pretty easy. With the touch interface I got impression to move faster than keyboard based interface. I think 1-2 weeks of practice would do to get used to the touch interface.”

“For keyword search skimming is the second option to look for info. For getting overview skimming is the 1st option. I think it’s faster and touch can be equal good as keyboard.”

“it picks up keywords and main points...I prefer touch more than keyboard based because you don’t have to remember the key locations. It's easier to remember gestures...I loved the way various speed skimming is implemented. It gives me control on how much information I need...I don’t think much practice is necessary”

“I like the touch based interface much more compared to keyboard based interface. I wish I never had to use the keyboard other than typing. On the other hand, touch interface is intuitive (flipping page, pinch out pinch in). Touch based skimming is really cool.”

“Usually I don’t like compressed article but even with compression it's better because I have independent control of the speed..... It's useful. Skimming is faster is some situation, but reading
this way is not very much fun. It's not for serious reading or study. But it's definitely useful to get a quick idea, when you are in short of time. ....I like touch more than keyboard, because it's easier. Does not have to learn the command keys and shortcuts.”

“My brain was synthesizing the bits and pieces of the article and forming up complete picture of the story. .....I like the touch commands. .....It's faster more efficient. Touch command is very intuitive and easier to remember. I had to put less effort to get used to them. I did not have to search for key locations or remember the shortcuts like the way I do in keyboard based interface.”

“Skimming is good, simple. Swiping is intuitive. I did not know touch is faster than keyboard. If I can practice it, I will make the keyboard as alternative device”

“I want to use touch interface.....Touch interface helps me to stay focused. By the time I find answer in keyboard, I fall asleep, I become bored and lost. Skimming is something that gets me to the point and using touch based skimming made it even more efficient.”

“Skim is much faster, concise way to the way I typically read. Touch based interface is more convenient, quicker than key based. In key based approach I have to remember all the shortcuts and finds out key locations”

“I use a lot of software so I have to remember all the shortcuts they have, when I use them. But because in touch device you don’t need to remember any shortcuts, it's just general intuition.....It makes reading a lot faster. I feel like I don’t have to sit and get bored with info that I am not interested in.....I am more willing to skimming using touch,  I have already learned a lot of keyboard shortcuts. I don’t want to remember new ones”

One of the subjects said “Skimming feature made the reading a lot faster. I love keyboard more than touch based skimming because I have dexterousness problem”. This particular subject had a surgery and dexterousness issue in the hand, because of which he/she preferred keyboard than touch-based interface.
6. CONCLUSIONS AND FUTURE WORK

6.1. Contribution

**Novel user experience Non-Visual Skimming:** From the literature review I made in this dissertation, I have not come across any tools or technology that create skimming experience for the people with visual impairment. In this work I have introduced a new tool which enables blind people navigate through long content faster than they usually do with a regular screen reader, without sacrificing the basic understanding of the content.

**Keyboard Shortcut based Skimming interface:** The first kind of interface I designed and evaluated in this dissertation is a keyboard shortcut based skimming interface. This is a very generic interface. It can be implemented along with any keyboard based screen reading interface available at present in the market. This interface functions like an invisible layer, which can be turned on/off at any point of time of screen-reading in order to skim/normal reading respectively. To my knowledge there has not been any such interface for blind individuals.

**Touch based Skimming interface:** Using Touch interface we pushed our keyboard based interface once step further towards real skimming experience. In this work I have presented a gesture based skimming interface built on top of a touch-based screen reader. The idea of using touch interface for skimming is a novel one, in terms of user interface. Visual impaired users will use their fingers instead of eyes to enjoy skimming akin to a way sighted people do.

These two interfaces have been tested in realistic user scenarios to validate their effectiveness and usability.

**Fixed speed Skimming Algorithm:** From literature review, examination of visual speed-reading technique and experiments with the gold-standard summaries, I have identified the ideal characteristics a summary should have to support the skimming interface. Based on the finding, I have designed a summarization algorithm that is suitable to feed the skimming interfaces. This
algorithm analyses the semantic structure, exploits grammatical relations in a sentence and used a machine learning approach to create summaries. This algorithm does not depend on the whole document (i.e. document length), so it can be used for small snippets event for a single sentence (which is a frequent case for web pages especially front pages).

**Variable Speed Skimming Algorithm:** I have also designed a variable size summarization algorithm in order to enable screen reader user experience variable speed skimming. Variable speed skimming is better than fixed speed skimming because it allows user to control the information flow, so that they can speed up or slow down their reading at any point of time. Skimming became more effective when Variable Speed Skimming is combined with touch interface. The combination was tested by controlled and in-situ [71] real-world experiments.

**Other:** In this dissertation, I have reviewed a number of related works in web accessibility area. I have interviewed a number of web accessibility experts and screen reader users in order to get an insight into the existing problem they face while using screen readers. In summary, my work opens up a new direction of fast reading technique (interface and algorithm) for the screen reader users.

### 6.2. Impact

**Mass Benefit:** The interface and the algorithm I designed can be easily implemented with any commercial screen readers existing now. Because of visual disability, blind people are always a step behind when it comes to browsing web, reading documents. With the existing screen reading technologies, visually impaired users face significant problems in fast reading. As more and more people with visual disability start using screen readers every day, this becomes more potential field where my research will have impact on.

**Wider areas:** The interfaces and the technologies I described here are widely applicable to people with different kind of disabilities/conditions (i.e. mobility impairments). For example instead of reading out the words, we can highlight the important words depending on the high or low compression ratio user chooses. So when people read articles he/she will choose how many important words he/she wants to be highlighted. These techniques can also be help sighted
individuals. For example if a person’s hand is busy (i.e. driving, on a sunny day when you can barely see things on our touch-based device) but he can listen to articles (i.e. news, books) in a similar way blind person listens to.

**Educational Impact:** I have supervised and worked with 9 Master’s students in total, who have gained software development experience through this project over the last four and a half years.

### 6.3. Future Work

**Heterogeneous Content:** A comment – “I wish skimming could be applied to non article page as well, where you can give a general name to a group of page elements. And I wish it could strip a web page into important parts similar to skimming” – reveals another possible direction of research that would allow users to skim other types of content, for example a list of links, menu items, headings, images. Other summarization approaches would be necessary to enable this type of skimming.

**Speed Based Skimming:** In my work I have enabled the skimming text contents on a touch based interface. The feature variable speed of the skimming is controlled by the screen-reader user. The compression level he/she chooses using pinch in/out is used to skim the content. To make the experience closer to that of sighted people, we should associate it with the speed of finger motion. For example when a sighted person moves his/her eyes over a long text, he can control the amount of information flow, by moving his/her eyes faster or slower. The faster the/she moves his/her eyes, the less information he/she gets and vice versa. Similarly on a touch interface, instead of moving eyes, people with visual impairment will move their finger on it and depending on the speed of their finger, we will present more or less information.

**Haptic Skimming:** Furthermore, a haptic (embossed) overlay will help blind users relate the position on the touch-screen with the information displayed there. While haptic overlays may give an immediate improvement in usability of web browsing, experimentation with such interfaces will help us formulate the specifications for haptic touch-screen interfaces in anticipation of the hardware making such interfaces possible.
Summarization algorithms: There are opportunities to improve the summarization algorithm (which drives the interface) in this dissertation. For example we can extend or customize other keyword extraction algorithms to be used with the skimming interfaces described in this dissertation. We can increase our corpus by involving more subjects to label the data or collaborate with other institutions to create more.

6.4. Conclusion

The problem we proposed in this dissertation is, the information overload that people with visual impairment, face during reading large volumes of information. We suggested that the solution lies in skimming. Unlike the sighted people visually impaired ones, will use a specialized screen reader interface for skimming. Though controlled experiments we have proved the importance of this problem, introduced novel non-visual skimming interfaces: 1) keyboard based and 2) touch based.

The algorithms proposed in this dissertation can summarize one sentence at a time without the dependence on the entire document. It can extract meaningful word combinations from most sentences and preserve the original order of the extracted text. I can also produce summary of different length depending on a user defined parameter. All these properties make the proposed summarization approach more suitable for supporting a non-visual skimming interface. Our experiments give reasons to believe that non-visual skimming can enable screen-reader users to browse textual content faster.

There was highly positive feedback from the study participants, which validates the usability of the interface. Furthermore, since subjects were able to perform several browsing tasks significantly faster with skimming, and skimming did not impede subjects’ understanding of the content, skimming proves to be a very useful feature for any screen-reading software.
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