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Abstract

In this paper a load sharing problem involving the optimal load allocation of a divisible load and the optimal sequencing of processors in a distributed computing system consisting of \(N\) processors, with communication front-ends, interconnected through a bus oriented network is investigated. For a divisible load the workload is infinitely divisible so that the workload can be distributed arbitrarily and independently computed on each processor. For the first time in divisible load theory, the computing cost to process a given load is considered along with processing finish time. It is found that an optimal load allocation involves assigning load to processors in increasing order of the cost per load of each processor. Recursive numerical algorithms to find the optimal fractions of the workload assigned to each processor for the minimal
computing cost are derived. A trade-off between the optimal processing finish time and the optimal total computing cost when a faster processor has a more expensive computing cost is demonstrated. As an example of the use of this type of analysis, the effect of replacing one fast but expensive processor with a number of cheap but slow processors is also discussed.

Index Terms: Divisible Load, Load Sharing, Cost, Bus Network.
1 Introduction

The emergence of distributed computing as a viable technology and the decreasing pricing of computer power leads to the possible emergence of computer "utilities" in the near future. These utilities would charge customers for distributed access to computer resources. To some extent current computer service leasing companies embody this approach. An important question then for the utility then becomes the management of computer resources to provide low cost service. In this spirit, this paper provides an approach to determine the minimum cost manner in which load should be divided among processors that a customer is being charged for access to.

Optimal and very efficient load sharing and allocation is essential for achieving minimal processing times. There are many possible ways to classify the load sharing problem. One of them is the classification by the type of job submitted to the system. This leads to indivisible load theory and divisible load theory. An indivisible load (or job) is a load that cannot be divided into more than one fragment so that the load must be processed by one processor. There has been intensive work on indivisible load theory by many parallel and distributed system researchers [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. Only recently has there been interest in multiprocessor scheduling with loads that need to be assigned to more than one processor [14, 15, 16]. A divisible load (or job) is a load that can be arbitrarily partitioned in a linear fashion and can be distributed to more than one processor to achieve a faster solution time.

Applications include both multiprocessor scheduling and distributed systems. It is particularly suited to the processing of very long linear data files such as occurs in signal and image processing, experimental data processing and Kalman filtering.

The load sharing problem in divisible load theory is not trivial as one must take into account the number of processors, the speed of each processor and communication link, the load origination point and the network architecture. One important issue for the load sharing problem is a trade-off between the communication time
and the computation time. This problem is less important when the size of data file to be transmitted is very small or the communication link speed is very fast so that the time to transmit a typical job can be negligible. However, one must consider the relationship between the communication time and the computation time to in order achieve the best performance in the load sharing and scheduling problem when the size of data file to be transmitted is very large or the communication link speed is very slow so that the time to transmit a typical job is not negligible. Even though there has been a great deal of work solely on communication and solely on computation, there has not been that much work which deals with both problems. This paper presents a theory for the optimal divisible load sharing problem which considers both non-negligible communication time and the computation time together.

The study of divisible load theory started from the consideration of intelligent sensor networks by Cheng and Robertazzi [17]. An intelligent sensor is a single processor based unit which can make measurements, compute and communicate with other intelligent sensors. Later this intelligent sensor network application was replaced by the application of load sharing in a multiprocessor environment. The main problem in this research is to determine the optimal fraction of the workload to assign to each processors. That is, when a network receives a burst of data to process, the decision of what portion of the entire workload should be kept by the distributing processor and what portion of the entire workload should be distributed to each processor in order to minimize the total processing time becomes an intriguing problem.

In [17], recursive expressions for calculating the optimal load allocation for linear daisy chains of processors were presented. This is based on the simplifying premise that for an optimal allocation of load, all processors must stop processing at the same time. Intuitively, this is because otherwise some processors would be idle while others
were still busy. Analogous solutions have been developed for tree networks [18] and bus networks [19, 20]. Asymptotic solutions for systems with a large, or even an infinite number of processors, and limitations in performance when adding processors appear in [21, 28]. Closed form solutions were presented in [22] for bus and tree architectures where processor and link speeds are homogeneous. In [23], the concept of an equivalent processor that behaves identically to a collection of processors in the context of a linear daisy chain of processors and a proof that, for a linear daisy chain of processors load sharing a divisible load, the optimal solution involves all processors stopping at the same time are introduced. An analytic proof for bus networks that for a minimal solution time all processors must finish computing at the same time is shown in [24, 32]. Previous proofs were heuristic.

In [25], a more sophisticated load sharing strategy is proposed for bus networks that exploits the special structure of divisible load theory to yield a smaller solution time when a series of jobs are submitted to the network. In [26], a deterministic analysis is provided for the case when the processor speed and the channel speed are time-varying due to the background jobs submitted to a distributed system. A stochastic analysis which makes use of Markovian queuing theory is also introduced for the case when the arrival and the departure times of the background jobs are not known. The equivalence of first distributing load either to the left or to the right from a point in the interior of a linear daisy chain is demonstrated in [27]. Optimal sequences of load distribution in tree networks are described in [29, 33]. A new load distribution strategy for tree networks [30] and linear daisy chains [31] is also discussed. In [34], a deterministic approach to finding an optimal distribution of the load on a hypercube of processors is proposed. Simple formulae are found to determine the distribution of the task's load and the equivalent speed of the whole network of processors for a two-dimensional mesh architecture in [35]. A uniform methodology is presented in [36] to achieve minimum completion time for
a wide range of interconnection architectures, assuming that the communication time is equal to some start-up value plus some amount proportional to the volume of transferred data. Finally, an example of optimal load allocation in a real time system appears in [37].

Until now there has been no research in divisible load theory on the effect of computing cost. Computing cost can be an important characteristic factor of processors that determines the pricing of the processing of a given load. The faster processor usually has the more expensive computing cost and the slower processor has the less expensive computing cost in practical situations. Thus, when each processor has a different computing cost, the total computing cost for a given workload depends on how much each processor is used and for how long. Naturally, in order to reduce the total computing cost, the cheaper processors should be used more than the more expensive processors. This leads to an investigation of processor arrangement, or processor sequencing, in a distributed computing system. The minimal total computing cost can be achieved when the processors are optimally arranged. One simple and apparent method for minimizing the total computing cost is to use only the cheapest processor. But if only the cheapest processor is used, the processing finish time will be dramatically increased. So this paper will first examine the minimal total computing cost scheme which does not sacrifice the processing finish time, and then discuss the case for further reducing the total computing cost with some degradation in processing finish time.

This paper is organized as follows: Definitions, the load sharing problem for the determination of the optimal load allocation found in earlier works and existing load sharing theory for the minimal processing finish time as a function of the speed of the load origination processor are presented in section 2. The optimal sequence of processors yielding the minimal computing cost is discussed in section 3, and recursive numerical methods for further reducing the computing cost are proposed
in section 4. Performance evaluation results appear in section 5. Finally, this paper concludes with section 6.

2 Preliminaries

The network model to be considered here consists of $N$ processors interconnected through a bus type communication medium as in Fig. 1. Any one of $N$ processors can receive a new arriving measurement load and distribute this workload to the other processors in order to obtain the benefits of parallel processing. Without loss of generality, it will be assumed that the load is delivered to the first processor ($P_1$) and this processor becomes the load origination processor. Each processor is interfaced with the network via a front-end communication processor for communications off-loading. That is, the processors can communicate and compute at the same time.

The following notations will be used throughout this paper:

- $\alpha_n$: The fraction of the entire processing load that is assigned to the $n$th processor ($P_n$).
- $w_n$: The inverse of the computing speed of $P_n$.
- $Z$: The inverse of the channel speed of the bus.
- $T_{cp}$: The normalized computational load in time, i.e., the time that it takes for $P_n$ to process (compute) the entire load when $w_n = 1$.
- $T_{cm}$: The normalized communication load in time, i.e., the time that it takes to transmit the entire set of data over the channel when $Z = 1$.
- $T_b$: The time for $P_n$ to complete receiving the corresponding fraction ($\alpha_n$) of load from the load origination processor ($P_1$).
- $T_f$: The finish time of the entire processing load, assuming that the load is delivered to the origination processor at time zero.

The timing diagram for this distributed system is depicted in Fig. 2. In this
timing diagram, communication time appears above the axis and computation time appears below the axis.

At time $T_1 = 0$, the load origination processor ($P_1$) keeps the first fraction of the workload ($\alpha_1$) for its own computation which will take a time of $T_1$ to finish, and simultaneously transmits the second fraction of the workload ($\alpha_2$) to $P_2$ in time $T_2 - T_1$. Note that as $P_1$ has a front-end processor for communications off-loading, it may both compute and communicate at the same time. When the transmission of the second fraction of the workload is finished at time $T_2$, $P_2$ starts computing the received workload and $P_1$ begins transmission of the third fraction of the workload of $P_2$ in time $T_3 - T_2$. This procedure continues until the last processor. For optimality, all the processors must finish computing at the same time. Intuitively, this is because otherwise the processing finish time could be reduced by transferring load from busy processors to idle ones.

Based on the above description, one can construct the following $N - 1$ equations by equating the computation time of $P_n$ with the transmission time plus the computation time of $P_{n+1}$.

$$T_f - T_n = (T_{n+1} - T_n) + (T_f - T_{n+1}) \quad n = 1, 2, \ldots, N - 1 \quad (1)$$

Here, the computation time of $P_n$ and the transmission time of $P_{n+1}$ are:

$$T_f - T_n = \alpha_n w_n T_p \quad n = 1, 2, \ldots, N \quad (2)$$

$$T_{n+1} - T_n = \alpha_{n+1} Z T_{cm} \quad n = 1, 2, \ldots, N - 1 \quad (3)$$

Then, Eq.(1) can be rewritten using Eq.(2) and Eq.(3) as:

$$\alpha_n w_n T_p = \alpha_{n+1} Z T_{cm} + \alpha_{n+1} w_{n+1} T_p \quad n = 1, 2, \ldots, N - 1 \quad (4)$$

These equations can be solved

$$\alpha_{n+1} = k_n \alpha_n = \left( \prod_{k=1}^{n} k \right) \alpha_1 \quad n = 1, 2, \ldots, N - 1 \quad (5)$$
where:

\[ k_n = \frac{\alpha_n + 1}{\alpha_n} = \frac{u_n T_p}{2T_{cm} + u_{n+1} T_p} \quad n = 1, 2, \ldots, N - 1 \]  

(6)

There are \( N - 1 \) equations and \( N \) unknowns (\( \alpha_n, n = 1, 2, \ldots, N \)). An additional equation is called a normalization equation which states that the sum of all the allocation fractions should sum to one.

\[ \sum_{n=1}^{N} \alpha_n = 1 \]  

(7)

By putting together Eq. (5) and Eq. (7), one can find the optimal fraction of the workload that minimizes the total processing finish time. The closed-form expressions are:

\[
\begin{align*}
(1) \quad k_n &= \frac{u_n T_p}{2T_{cm} + u_{n+1} T_p} \quad n = 1, 2, \ldots, N - 1 \\
(2) \quad \alpha_1 &= \left[ 1 + \sum_{n=2}^{N} \prod_{m=1}^{n-1} k_m \right]^{-1} \\
(3) \quad \alpha_n &= k_{n-1} \cdot \alpha_{n-1} \quad n = 2, 3, \ldots, N
\end{align*}
\]  

(8)  

(9)  

Note that this solution is a product form solution. It is interesting that this deterministic model has such a solution as product form solutions are usually associated with stochastic queuing and Petri networks.

Finally, the processing finish time \( T_f \) is:

\[ T_f = \alpha_1 u_1 T_p \]  

(11)

These equations also happen to model the case when a control processor, which does no computing of its own, distributes the load to the other processors. In this case, the order of load distribution does not affect the finish time. However, the network structure in this paper is different. Here the load origination processor does compute. In this case, the processing finish time, described in the above equations, can be further reduced by a special investigation of the relationship between the
processing finish time and the speed of the load origination processor \((w_1)\). It can be shown that the processing finish time can be reduced by carefully choosing the load origination processor.

Once a set of \( N \) processor speeds, \( S(w) = \{w_1, w_2, \ldots, w_N\} \), is given, the processing finish time depends on the speed of the load origination processor \((w_1)\) and is minimized \([20]\) when \(w_1\) is chosen to be the smallest (that is, the highest speed) in the set \(S(w)\). The processing finish time is then \([19, 20]\):

\[
T_f = \frac{w_1T_{op}(ZT_{cm} + w_2T_{op})(ZT_{cm} + w_3T_{op})}{(ZT_{cm})^2 + ZT_{cm}(w_1 + w_2 + w_3)T_{op} + (w_1w_2 + w_1w_3 + w_1w_1)T_{op}^2}
\]  

(12)

For general \( N \) processors case, the finish time is given by:

\[
T_f = \frac{w_1T_{op} \prod_{n=2}^{N} (ZT_{cm} + w_nT_{op})}{\sum_{n=1}^{N} \prod_{m=1}^{n} (w_mT_{op}) \cdot \prod_{i=n+1}^{N} (ZT_{cm} + w_iT_{op})}
\]  

(13)

The denominator of \( T_f \) is independent of switching any \( w_i \) with any other \( w_j \) \((i, j = 1, 2, \ldots, N \) and \( i \neq j\)). Only the numerator depends on switching \( w_i \) with any other \( w_k \) \((k = 2, 3, \ldots, N\) and is minimized when \( w_1 \) is chosen to be the smallest \( w_i \).

Eq. (13) will be used in the next section. Note that, as shown in the Appendix, the processing finish time is independent of the sequence of the processors. That is, no matter whether the load origination processor transmits the workload to the fastest processor first or to the slowest processor first, the processing finish time remains the same. The processing finish time depends only on the speed of the load origination processor and is minimized when \( P_1 \) is chosen to be the fastest processor among all the processors in the distributed computing system. Note that in this paper we do not consider delivering the load in installments to each processor as in \([20]\).
3 Minimizing the Total Computing Cost

If the computing cost for each processor is different, the total computing cost for the entire workload varies and depends on how much of the workload is processed in each processor. Intuitively, if the cheaper processors are more utilized than the more expensive processors, then the total computing cost will be reduced. In order to minimize the total computing cost, therefore, the cheaper processors should be more utilized. This leads to a special arrangement for the sequence of the processors (or the sequence of the load distribution).

Let us denote the set $\Theta_{(1,2,\ldots,N)}$ as an ordered set of $N$ processors. The set $\Theta_{(1,2,\ldots,N)}$ determines the sequence of load distribution. For instance, for the set $\Theta_{(2,1,3)}$, $P_3$ is the load origination processor and $P_1$ is the processor which receives the workload from $P_1$ first, and $P_1$ receives the workload from $P_2$ second. The notation $c_n$ will be used for the computing cost of $P_n$ whose unit is “cost per second”. The unit of the computing speed of the $n$th processor, $u_n$, is “second per load” since $u_n$ is defined as the inverse of the computing speed. Then, the unit $c_n u_n$ becomes the “cost per load” and $a_n c_n u_n T_{op}$ represents the computing “cost” of $P_n$ for the received workload from the load origination processor. Let us denote the notation $C_{\text{total}}$ for the total computing cost for the entire workload, and the expression for this is:

$$C_{\text{total}} = \sum_{n=1}^{N} a_n c_n u_n T_{op}$$  \hspace{1cm} (14)

The optimal sequence of processors $\Theta_{(1,2,\ldots,N)}$ which minimizes Eq.(14) is described in the following theorem.

**Theorem 1** The total computing cost, $C_{\text{total}}$, is minimized over all load distribution sequences if the sequence of the load distribution is arranged to satisfy the following condition.

$$c_1 u_1 < c_2 u_2 < \cdots < c_N u_N$$  \hspace{1cm} (15)
In other words, the processor with the lowest computing cost per load should be assigned to the load origination processor \((P_1)\) and the processor with the second lowest computing cost per load should receive the workload earlier than any other processors, and the last portion of the load should be delivered to the most expensive processor.

**Proof:** Consider first the case where there are three processors \((N = 3)\). The fractions of the workload are

\[
\alpha_1 = [1 + k_1 + k_2k_3]^{-1} = \frac{1}{D}(ZT_{cm} + w_2T_{lp})(ZT_{cm} + w_3T_{lp})
\]

(16)

\[
\alpha_2 = k_1\alpha_1 = \frac{1}{D}w_1T_{lp}(ZT_{cm} + w_3T_{lp})
\]

(17)

\[
\alpha_3 = k_2\alpha_2 = \frac{1}{D}w_1T_{lp} \cdot w_2T_{lp}
\]

(18)

where:

\[
D = (ZT_{cm})^2 + ZT_{cm}(w_1 + w_2 + w_3)T_{lp} + (w_1w_2 + w_2w_3 + w_3w_1)T_{lp}^2
\]

(19)

Note that \(D\) is not changed by switching any set of processors. The total computing cost is:

\[
C_{total} = \sum_{n=1}^{3} \alpha_n C_n w_n T_{lp} = \frac{T_{lp}}{D}[(ZT_{cm} + w_3T_{lp})(ZT_{cm} + w_3T_{lp})c_1w_1 + w_1T_{lp}(ZT_{cm} + w_3T_{lp})c_2w_2
\]

\[+ w_1T_{lp} \cdot w_2T_{lp} \cdot c_3w_2]

(20)

Now, let us first show that if \(c_1w_1 < c_2w_2\), then the above total computing cost, \(C_{total}(\Theta(1,2,3))\), is smaller than the one when \(P_1\) and \(P_2\) are switched, \(C_{total}(\Theta(2,1,3))\). One can start with

\[c_1w_1 < c_2w_2\]
and get the following inequality by multiplying $ZT_{cm} (> 0)$, adding $(w_1 T_{cp} \cdot c_1 w_1 + w_1 T_{cp} \cdot c_2 w_2)$, multiplying $(ZT_{cm} + w_2 T_{cp})$, adding $(w_1 T_{cp} \cdot w_2 T_{cp} \cdot c_3 w_3)$, and multiplying $\frac{T_{cp}}{D}$ on both sides of the above inequality:

$$\frac{T_{cp}}{D} \left[ (ZT_{cm} + w_2 T_{cp})(ZT_{cm} + w_3 T_{cp})c_1 w_1 + w_1 T_{cp}(ZT_{cm} + w_3 T_{cp})c_2 w_2 + w_1 T_{cp} \cdot w_2 T_{cp} \cdot c_3 w_3 \right]$$

$$< \frac{T_{cp}}{D} \left[ (ZT_{cm} + w_1 T_{cp})(ZT_{cm} + w_3 T_{cp})c_1 w_1 + w_2 T_{cp}(ZT_{cm} + w_3 T_{cp})c_1 w_1 + w_1 T_{cp} \cdot w_2 T_{cp} \cdot c_3 w_3 \right]$$

The left hand side of the inequality is the same as $C_{total}^{(1,2,3)}$ and the right hand side is $C_{total}$ when $P_1$ and $P_2$ are switched, $C_{total}^{(2,1,3)}$. Therefore, if $c_1 w_1 < c_2 w_2$, then $C_{total}^{(1,2,3)} < C_{total}^{(2,1,3)}$.

The reverse order proof is as follows: It can be shown that if $C_{total}^{(1,2,3)}$ is smaller than $C_{total}^{(1,3,2)}$, then $c_1 w_1 < c_2 w_2$. To demonstrate this, first write $C_{total}^{(1,2,3)}$ and $C_{total}^{(2,1,3)}$ while assuming that $C_{total}^{(1,2,3)}$ is less than $C_{total}^{(1,3,2)}$:

$$\left\{ C_{total}^{(1,2,3)} : \frac{D}{T_{cp}} = (ZT_{cm} + w_2 T_{cp})(ZT_{cm} + w_3 T_{cp})c_1 w_1 + w_1 T_{cp}(ZT_{cm} + w_3 T_{cp})c_2 w_2 + w_1 T_{cp} \cdot w_2 T_{cp} \cdot c_3 w_3 \right\}$$

$$< \left\{ C_{total}^{(1,3,2)} : \frac{D}{T_{cp}} = (ZT_{cm} + w_1 T_{cp})(ZT_{cm} + w_3 T_{cp})c_1 w_1 + w_2 T_{cp}(ZT_{cm} + w_3 T_{cp})c_2 w_2 + w_1 T_{cp} \cdot w_2 T_{cp} \cdot c_3 w_3 \right\}$$

After cancellation of several terms, the result is $c_1 w_1 < c_2 w_2$. One can also prove a similar result for the case when $P_3$ and $P_5$ are switched. Then, the two conditions that must be satisfied in order to minimize $C_{total}$ are:

$$c_1 w_1 < c_2 w_2 \quad \text{and} \quad c_3 w_3 < c_4 w_4$$

Equivalently,

$$c_1 w_1 < c_2 w_2 < c_3 w_3$$
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For the general $N$ processors case, the fractions of the workload are

\[
\alpha_1 = \left[1 + \sum_{n=1}^{N} \left(\prod_{i=1}^{n} k_i\right)\right]^{-1} = \frac{1}{D} \prod_{i=2}^{N} (ZT_{cm} + w_i T_{cp})
\]

\[
\alpha_2 = k_1 \alpha_1 = \frac{1}{D} w_1 T_{cp} \prod_{i=2}^{N} (ZT_{cm} + w_i T_{cp})
\]

\[
\alpha_3 = k_2 \alpha_2 = \frac{1}{D} w_1 T_{cp} \cdot w_2 T_{cp} \prod_{i=3}^{N} (ZT_{cm} + w_i T_{cp})
\]

\[
\vdots
\]

\[
\alpha_n = k_{n-1} \alpha_{n-1} = \frac{1}{D} \prod_{i=1}^{n} (w_i T_{cp}) \cdot \prod_{i=n+1}^{N} (ZT_{cm} + w_i T_{cp})
\]

\[
\vdots
\]

\[
\alpha_N = k_{N-1} \alpha_{N-1} = \frac{1}{D} \prod_{i=1}^{N-1} (w_i T_{cp})
\]

where from Eq.(13):

\[
D = \sum_{n=1}^{N} \left[\prod_{i=1}^{n-1} (w_i T_{cp}) \cdot \prod_{i=n+1}^{N} (ZT_{cm} + w_i T_{cp})\right]
\]

Again, $D$ is not changed by switching any set of $w_i$ with any other $w_j$ $(i, j = 1, 2, \ldots, N$ and $i \neq j)$. One can see this point more easily in Eq.(15).

The total computing cost is then

\[
C_{total} = \frac{T_{cp}}{D} \sum_{n=1}^{N} \left[\prod_{i=1}^{n-1} (w_i T_{cp}) \cdot \prod_{i=n+1}^{N} (ZT_{cm} + w_i T_{cp}) c_n w_n\right]
\]

Consider two arbitrary adjacent processors, $P_j$ and $P_{j+1}$. In the following, it will be shown that if $C_{total}(\Theta_{1,2,\ldots,i,j+1,N})$ is smaller than $C_{total}(\Theta_{1,2,\ldots,i,j+1,N})$, then

\[
c_j w_j < c_{j+1} w_{j+1}.
\]
\[
\begin{align*}
&\times (ZT_{cm} + w_{j+1}T_{op}) (ZT_{cm} + w_{j+2}T_{op}) \cdots (ZT_{cm} + w_{N}T_{op}) c_j w_j \\
&+ (w_1 T_{op})(w_2 T_{op}) \cdots (w_{j-1} T_{op})(w_{j} T_{op}) \\
&\times (ZT_{cm} + w_{j+1}T_{op}) (ZT_{cm} + w_{j+2}T_{op}) \cdots (ZT_{cm} + w_{N}T_{op}) c_{j+1} w_{j+1} \\
&+ \sum_{n=j+2}^{N} \left[ \prod_{i=1}^{n-1} (w_i T_{op}) \cdot \prod_{i=n+1}^{N} (ZT_{cm} + w_{i} T_{op}) c_n w_n \right] \\
&< \left\{ C_{\text{total}}(\Theta_{1,2,\ldots,j+1,\ldots,n}) \cdot \frac{D}{T_{op}} \right\} \\
&= \sum_{n=1}^{j} \left[ \prod_{i=1}^{n-1} (w_i T_{op}) \cdot \prod_{i=n+1}^{N} (ZT_{cm} + w_{i} T_{op}) c_n w_n \right] \\
&+ (w_1 T_{op})(w_2 T_{op}) \cdots (w_{j-1} T_{op})(w_{j} T_{op}) \\
&\times (ZT_{cm} + w_{j+1}T_{op}) (ZT_{cm} + w_{j+2}T_{op}) \cdots (ZT_{cm} + w_{N}T_{op}) c_{j+1} w_{j+1} \\
&+ \sum_{n=j+2}^{N} \left[ \prod_{i=1}^{n-1} (w_i T_{op}) \cdot \prod_{i=n+1}^{N} (ZT_{cm} + w_{i} T_{op}) c_n w_n \right].
\end{align*}
\]

After some cancellations, the only remaining terms are:

\[(ZT_{cm} + w_{j+1}T_{op}) c_j w_j + w_1 T_{op} \cdot c_{j+1} w_{j+1} < (ZT_{cm} + w_j T_{op}) c_{j+1} w_{j+1} + w_{j+1} T_{op} \cdot c_j w_j\]

Further cancellation brings:

\[c_j w_j < c_{j+1} w_{j+1}\]

Therefore, if \(C_{\text{total}}(\Theta_{1,2,\ldots,j+1,\ldots,n})\) is smaller than \(C_{\text{total}}(\Theta_{1,2,\ldots,j+1,\ldots,n})\), then \(c_j w_j < c_{j+1} w_{j+1}\). One can also show that if \(c_j w_j < c_{j+1} w_{j+1}\), then \(C_{\text{total}}(\Theta_{1,2,\ldots,j+1,\ldots,n})\) is smaller than \(C_{\text{total}}(\Theta_{1,2,\ldots,j+1,\ldots,n})\), by running the above proof in the reverse direction.

Since \(P_j\) is an arbitrary \(j\)th processor, if one performs the same proof for \(j = 1, 2, \ldots, N - 1\), the result will be

\[c_1 w_1 < c_2 w_2 < \cdots < c_N w_N\]

in which, with this order of processors, the total computing cost is minimized. \(\square\)
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4 Further Reducing the Total Computing Cost

The total computing cost $C_{\text{total}}$ can be further reduced as low as

$$C_{\text{total}} = \min_{\alpha_1, \alpha_2, \ldots, \alpha_N} \alpha_0 \alpha_N T_{ps}$$

(28)

But there is a significant difference if one reduces $C_{\text{total}}$ to be less than that found in the previous section. The processing finish time $T_f$ will increase. The timing diagram for this situation appears in Fig. 3. It is easy to see that it is possible to algorithmically minimize the cost subject to a bound on the delay. First, arrange the processors such that $\alpha_1 \alpha_2 < \alpha_2 \alpha_3 < \cdots < \alpha_N \alpha_N$ is satisfied. Note that it is assumed that the “cheapest” processor receives the workload from the outside environment and becomes the load distribution processor. Next, increase the processing finish time by allowing some delay $\tau$. The new processing finish time is

$$T_f^{\text{new}} = T_f + \tau$$

(29)

Increase $\alpha_1$ until $\alpha_1 \alpha_1 T_{ps}$ reaches $T_f^{\text{new}}$ while decreasing $\alpha_N$ by the same amount. The idea is that if a greater portion of the workload is processed in the cheaper processor than in the more expensive processor, the total computing cost $C_{\text{total}}$ will be reduced. The procedure is repeated for the next processor. That is, increase $\alpha_1, \alpha_2, \ldots$, while decreasing $\alpha_N$. If $\alpha_N$ becomes zero, then set $\alpha_N = 0$ and the load will be not delivered to the most expensive processor. Go to the next most expensive processor and decrease $\alpha_{N-1}$. If $\alpha_{N-1}$ becomes zero too, then decrease $\alpha_{N-2}$, and so forth.

The above algorithm is given for purposes of exposition. For implementation two recursive numerical algorithms will be presented in the following. The first algorithm, the cost minimizer, finds $\alpha_0$ which minimizes the total computing cost further when the processing finish time is bounded by $T_f^{\text{new}}$. The second algorithm, the finish time minimizer, finds $\alpha_0$ which minimizes the processing finish time for a bound on the total computing cost, namely $C_{\text{final}}$. 
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4.1 Cost Minimizer

The objective function is as follows:

\[ \text{OBJECTIVE: } \min_{J_1 \leq J_{\text{FM}}} \text{Cost} \]

The algorithm is (initially assume that all \(a_i\)'s are zero).

(a) Find \(a_1\):

\[ a_1w_1T_{cp} = T_{J_{\text{FM}}} \Rightarrow a_1 = \frac{T_{J_{\text{FM}}}}{w_1T_{cp}} \quad (30) \]

(b) Find \(a_n\) (initially \(n = 2\)):

\[
\begin{align*}
\alpha_n w_n T_{cp} &= T_{J_{\text{FM}}} - T_n \quad \Rightarrow \quad a_n = \frac{T_{J_{\text{FM}}} - \sum_{i=1}^{n-1} \alpha_i ZT_{cm}}{ZT_{cm} + w_n T_{cp}} \\
T_n &= \sum_{i=1}^{n} \alpha_i ZT_{cm}
\end{align*}
\]

(c) If \(\sum_{i=1}^{n} \alpha_i < 1\),

then repeat step (b) with \(n = n + 1\).

If \(\sum_{i=1}^{n} \alpha_i = 1\),

then stop and \(a_{n+1} = a_{n+2} = \cdots = a_N = 0\).

If \(\sum_{i=1}^{n} \alpha_i > 1\),

then stop and \(a_n = 1 - \sum_{i=1}^{n-1} \alpha_i \)

and \(a_{n+1} = a_{n+2} = \cdots = a_N = 0\).

As can be seen, this algorithm essentially allocates load for each processor in turn (from least expensive to most expensive in terms of cost/load) up to the upper bound on finish time until all the load has been allocated. Thus the finish time constraint is satisfied while cost is minimized.

4.2 Finish Time Minimizer

The objective function is:
OBJECTIVE: $\min_{C \leq C_{\text{given}}} T_f$

The algorithm is as follows:

(a) Find $\alpha_n (n = 1, 2, \ldots, N)$ from Eq. (8-10).

(b) Set $\alpha_r = \alpha_r - \Delta$, $(r = N$ initially) where $\Delta \ll \alpha_r$.

(c) Find $\alpha_r (n = 1, 2, \ldots, r - 1)$ by using

$$\alpha_1 w_1 T_{cp} = (ZT_{cm} + w_1 T_{cp}) \alpha_2$$
$$\alpha_2 w_2 T_{cp} = (ZT_{cm} + w_2 T_{cp}) \alpha_3$$
$$\vdots$$
$$\alpha_{r-2} w_{r-2} T_{cp} = (ZT_{cm} + w_{r-1} T_{cp}) \alpha_{r-1}$$

$$\alpha_1 + \alpha_2 + \cdots + \alpha_{r-1} = 1 - \sum_{k=r}^{\infty} a_k$$

(d) If $(C_{\text{total}} = \sum_{n=1}^{N} a_n c_n w_n T_{cp}) \leq C_{\text{given}}$,

then stop

else repeat step (b) and (c).

But if the above inequality is invalid even with $\alpha_r = 0$,

then set $\alpha_r = 0$ and repeat step (b) and (c) with $r = r - 1$.

Here an initial minimal time allocation is made. Load is subtracted in incremental steps from the processors starting from the most expensive (in terms of cost/load) to the least expensive. A renormalization is performed at each step. The process stops when the cost is brought at or below the desired cost level. Thus the cost constraint is satisfied at the price of a larger finish time. However the finish time is minimal given that the cost constraint is satisfied.
<table>
<thead>
<tr>
<th>Case</th>
<th>Sequence</th>
<th>$T_f$</th>
<th>$C_{total}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\Phi_{(1,2,3)}$</td>
<td>0.667</td>
<td>8.333</td>
</tr>
<tr>
<td>2</td>
<td>$\Phi_{(1,3,2)}$</td>
<td>0.667</td>
<td>8.167</td>
</tr>
<tr>
<td>3</td>
<td>$\Phi_{(2,3,1)}$</td>
<td>0.889</td>
<td>7.445</td>
</tr>
<tr>
<td>4</td>
<td>$\Phi_{(2,1,3)}$</td>
<td>0.889</td>
<td>6.667</td>
</tr>
<tr>
<td>5</td>
<td>$\Phi_{(3,1,2)}$</td>
<td>1.000</td>
<td>7.000</td>
</tr>
<tr>
<td>6</td>
<td>$\Phi_{(3,2,1)}$</td>
<td>1.000</td>
<td>6.333</td>
</tr>
</tbody>
</table>

Table 1: Processing finish time and total computing cost for six cases of sequences.

5 Resource Management Evaluation

Based on the previous results, a number of computer resource management results were obtained via simulation for three cases. The first case is the one described in section 2 and 3, namely finding the optimal sequence of processors for the minimal processing finish time and the minimal total computing cost when all the processors finish computing at the same time. Next, some performance observations are described for further reducing the computing cost when the processing finish time is delayed, as discussed in section 4. In the final case, the question is addressed as to whether the performance can be improved by replacing one fast but expensive processor with a number of cheap but slow processors.

5.1 Optimal Sequence

Table 1 is obtained for the values of $Z = T_{pm} = T_{sp} = 1, w_1 = 1, c_1 = 10, w_2 = 2, c_2 = 3, w_3 = 3$, and $c_3 = 1$. For these values, the fastest processor has the most expensive computing cost and the slowest processor has the cheapest computing cost. A number of basic points are raised in a consideration of the
table. Apparently, the odd numbered examples (rows) are not of concern since in these examples \( C_{\text{total}} \) is higher than that of the even numbered examples for the same \( T_f \). In example 1, the processing finish time \( T_f \) is the smallest while the total processing cost \( C_{\text{total}} \) is the highest. On the other hand, the largest \( T_f \) occurs in example 6, yet \( C_{\text{total}} \) is the lowest. Here one thus has a choice between a smaller processing finish time or a smaller total computing cost. If one wants a smaller processing finish time regardless of the total computing cost, sequence \( \Theta(1,3,2) \) will be an appropriate choice. The sequence \( \Theta(3,2,1) \) is suitable when a smaller total computing cost is desirable but a smaller processing finish time is not required. By choosing the sequence \( \Theta(2,3,1) \), a moderate processing finish time and a moderate total computing cost will be achieved.

5.2 Further Reducing the Total Computing Cost

Two plots, Fig. 4 and Fig. 5, are obtained from the two algorithms, the cost minimizer (minimizing the total computing cost with a bound on processing finish time) and the finish time minimizer (minimizing the processing finish time with a bound on total computing cost), respectively. In both cases, \( z = T_{m} = T_{\text{up}} = 1, w_1 = 1, c_1 = \frac{1}{2}, w_2 = 2, c_2 = 1, w_3 = 3, \) and \( c_3 = \frac{1}{4} \). Again, for these values, the faster processor has the more expensive computing cost and the slower processor has the cheaper computing cost.

In Fig. 4, each point in the most upper curve represents the lowest possible total computing cost for the corresponding processing finish time. As shown in this figure, the total computing cost is monotonically decreasing as the processing finish time increases, which means that the lower the total computing cost is, the greater the processing finish time is, and vice versa.

In Fig. 5, the total computing cost is initially obtained at \( C_{\text{total}} = 1.689 \) without any delay of the processing finish time (\( r = 0 \) and \( T_f = 0.674 \)). The finish time
minimizer algorithm recursively calculates the processing finish time and the fractions of the workload for a given total computing cost \( C_{\text{given}} = 1.5 \). Note that the example value of \( C_{\text{given}} (1.5) \) is the lowest possible value that can be achieved, since \( \min(c_n w_n T_{op}) = 1.5 \), for all \( n \).

### 5.3 Splitting Processors

An important question in current computer architecture and microelectronics is whether it is better to design a system using one very fast but expensive processor or to use many cheap but slow processors instead. This question arises, for instance, when one considers fast but expensive semiconductor technologies such as gallium arsenide in relation to the more traditional silicon implementations of computers.

To answer this question, the following examination is performed. For all cases, \( Z = T_{cm} = T_{op} = 1 \).

Fig. 6 depicts the case when one replaces (splits) one fast but expensive processor \((w_1 = 1, c_1 = 1)\) with \( N \) cheap but slow processors \((w_n = N, c_n = \frac{1}{N})\). Note that all the processors have the same computing cost per load, i.e., \( c_n w_n = 1 \) for all \( n \), including the original processor in order to preserve fairness. That is, if one splits one processor into \( N \) processors, then the computing speed of each one of \( N \) processors becomes \( N \) times slower and the computing cost of each one of \( N \) processors becomes \( N \) times cheaper. When one fast but expensive processor is used, the total computing cost is

\[
C_{\text{total}} = c_1 c_1 w_1 T_{op} = 1
\]

since \( c_1 = c_1 w_1 = T_{op} = 1 \). The total computing cost when \( N \) cheap but slow processors are used is

\[
C_{\text{total}} = \sum_{n=1}^{N} c_n c_n w_n T_{op} = \sum_{n=1}^{N} a_n = 1
\]
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since $c_n w_n = T_p = 1$ for all $n$. Thus the total computing cost is unchanged with respect to the number of splits, or more explicitly, the number of cost equivalent processors, as shown in Fig. 6(b). This is thus a cost conservative splitting of the fast processor. However, the processing finish time becomes larger as one increases the number of cost equivalent processors. Since the computing speed of the load origination processor also becomes $N$ times slower when the processor is split to $N$ cost equivalent processors, the processing finish time increases as the number of splits increases.

The next situation studied is when there are two processors with different costs per load. Which one is better to split for better performance? Some examples are presented in Fig. 7, 8 and 9, in an effort to answer the above question. For all cases, $w_1 = c_1 = 1$ and $w_2 = 2$. Note in all of these cases if $P_2$ is split then $P_1$ processes load first, followed by the split $P_2$ processors. Alternately, if $P_1$ is split, the split $P_1$ processors process load first, followed by the $P_2$ processor. Fig. 7 illustrates the case when $c_1 = 1$, i.e., $P_2$ is twice expensive in cost per load compared to $P_1$. As shown in Fig. 7(b), splitting the cheaper cost per load processor ($P_1$) allows for less total computing cost, while splitting the more expensive cost per load processor ($P_2$), results in a higher total computing cost.

The underlying explanation for this phenomenon is as follows. In this example cost is inversely proportional to computing speed (as $c_1 = c_2 = 1.0$). The load allocation equations automatically allocate most of the load to the fastest (cheapest) processors and allocate very little load to the slower (more expensive) processors. Thus a split of $P_1$, the cheapest processor, allows a better subset of very cheap processors to be created. This leads to the lowest cost solution.

Fig. 8 shows the total computing cost when the cost per load of $P_1$ and $P_2$ are reversed with respect to that of in Fig. 7. The computing cost per load of $P_2$ is less than that of $P_1$, so splitting $P_1$ produces the lower total computing cost.
The processing finish time is independent of any cost factor and is increases as one splits \( P \), because splitting \( P \) reduces the speed of the load origination processor. This is shown in Fig. 9.

6 Conclusions

In this paper the optimal sequence of the processors for the minimal processing finish time and the minimal total computing cost was examined. It was found that a smaller total computing cost can be obtained by arranging the sequence of processors such that the cheaper processor receives the workload earlier than the more expensive processor does. Here cost is defined in terms of cost per load, \( c, w \). But these two factors, the processing finish time and the total computing cost, were found to involve a trade-off between each other when the faster processor has a more expensive computing cost and the slower processor has a less expensive computing cost, as in most practical situations.

Splitting a fast but expensive single processor into a number of slower but cheaper processors in a linear and conservative manner was found to actually raise the processing finish time. It was also found in this paper that when there is more than one processor with different computing cost per load one can reduce the total computing cost by splitting the less expensive one.

7 Appendix

Theorem 2 For a given set of processor speeds, \( S(w) = \{w_1, w_2, \ldots, w_N\} \), the processing finish time is minimized if

\[ w_1 = \min(w_1, w_2, \ldots, w_N) \]  

(32)
Proof. Let us first prove this theorem in the case where there are three processors \((N = 3)\). From Eq. (3), the fraction of the workload for load origination processor is

\[
\alpha_1 = \left[1 + k_1 + k_1 k_2\right]^{-1}
\]  

(33)

where:

\[
k_1 = \frac{w_1 T_{sp}}{Z T_{cm} + w_2 T_{sp}}
\]

(34)

\[
k_2 = \frac{w_2 T_{sp}}{Z T_{cm} + w_3 T_{sp}}
\]

(35)

The processing finish time is then \([19, 20]\):

\[
T_f = \alpha_1 w_1 T_{sp}
\]

\[
= \frac{w_1 T_{sp}}{1 + \frac{w_1 T_{sp}}{Z T_{cm} + w_2 T_{sp}} + \frac{w_1 T_{sp}}{Z T_{cm} + w_3 T_{sp}} + \frac{w_1 T_{sp}}{Z T_{cm} + w_1 T_{sp}}}
\]

\[
= \frac{w_1 T_{sp} (Z T_{cm} + w_3 T_{sp}) (Z T_{cm} + w_2 T_{sp})}{(Z T_{cm})^2 + Z T_{cm} (w_1 + w_2 + w_3) T_{sp} + (w_1 w_2 + w_1 w_3 + w_2 w_3) T_{sp}^2}
\]

(36)

The value of denominator of \(T_f\) is not changed by switching any \(w_i\) with any other \(w_j\) \((i, j = 1, 2, 3 \text{ and } i \neq j)\). However, the numerator is minimized when \(w_1\) is chosen to be the smallest among \(w_1, w_2\) and \(w_3\). This can be explained as follows: If \(w_1 T_{sp} (Z T_{cm} + w_2 T_{sp}) < w_3 T_{sp} (Z T_{cm} + w_1 T_{sp})\), then it is true with cancellation that \(w_1 < w_3\) since \(Z T_{cm} > 0\). Similarly, if \(w_1 T_{sp} (Z T_{cm} + w_3 T_{sp}) < w_2 T_{sp} (Z T_{cm} + w_1 T_{sp})\), it is also true that \(w_1 < w_2\).

For general \(N\) processors case, the first fraction of the workload is

\[
\alpha_1 = \left[1 + k_1 + k_1 k_2 + \cdots + (k_1 k_2 \cdots k_{N-1})\right]^{-1}
\]

(37)

where:

\[
k_n = \frac{w_n T_{sp}}{Z T_{cm} + w_{n+1} T_{sp}} \quad n = 1, 2, \ldots, N - 1
\]

(38)
The processing finish time is now:

\[ T_f = \alpha_1 w_1 T_{sp} \]

\[ = \frac{w_1 T_{sp}}{1 + k_1 + k_1 k_2 + \cdots + (k_1 k_2 \cdots k_{N+1})} \]

\[ = \frac{w_1 T_{sp} \prod_{n=1}^{N} (Z T_{rm} + w_n T_{sp})}{\sum_{n=1}^{N} \prod_{n=1}^{N} (Z T_{rm} + w_n T_{sp})} \]  \hspace{1cm} (39)

Again, the denominator of \( T_f \) is independent of switching any \( w_i \) with any other \( w_j \) \((i, j = 1, 2, \ldots, N \text{ and } i \neq j)\). Only the numerator is dependent on switching \( w_1 \) with any other \( w_k \) \((k = 2, 3, \ldots, N)\) and is minimized when \( w_1 \) is chosen to be the smallest \( w_i \). □
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Figure Captions

Fig. 1. Distributed computing system consisting of $N$ processors equipped with front-end processors connected through a bus.

Fig. 2. Timing diagram of $N$ bus interconnected processors with load origination at $P_1$.

Fig. 3. Timing diagram of $N$ bus interconnected processors for further reducing the total computing cost $C_{\text{total}}$ by increasing the processing finish time.

Fig. 4. The total computing cost and $\alpha$'s according to the cost minimizer algorithm.

Fig. 5. The total computing cost and $\alpha$'s according to the finish time minimizer algorithm.

Fig. 6. (a) Replacing one processor with $N$ cost equivalent processors.
(b) The total computing cost and processing finish time against the number of splits (processors).

Fig. 7. (a) Splitting $P_1$ and/or $P_2$ into a number of cost equivalent processors when the cost per load of $P_1$ is less than that of $P_2$.
(b) The total computing cost $C_{\text{total}}$ against the number of splits.

Fig. 8. (a) Splitting $P_1$ and/or $P_2$ into a number of cost equivalent processors when the cost per load of $P_1$ is higher than that of $P_2$.
(b) The total computing cost $C_{\text{total}}$ against the number of splits.

Fig. 9. (a) Splitting $P_1$ and/or $P_2$ into a number of cost equivalent processors when the computing speed of $P_1$ is faster than that of $P_2$.
(b) The processing finish time $T_f$ against the number of splits.
Figure 1: Distributed computing system consisting of $N$ processors equipped with front-end processors connected through a bus.
Figure 2: Timing diagram of $N$ bus interconnected processors with load origination at $P_1$. 
Figure 3: Timing diagram of $N$ bus interconnected processors for further reducing the total computing cost $C_{total}$ by increasing the processing finish time.
Figure 4: The total computing cost and α’s according to the cost minimizer algorithm.
Figure 5: The total computing cost and α's according to the finish time minimizer algorithm.
Figure 6: (a) Replacing one processor with $N$ cost equivalent processors. (b) The total computing cost and processing finish time against the number of splits (processors).
Figure 7: (a) Splitting $P_1$ and/or $P_2$ into a number of cost equivalent processors when the cost per load of $P_1$ is less than that of $P_2$. (b) The total computing cost $C_{\text{total}}$ against the number of splits.
Figure 8: (a) Splitting $P_1$ and/or $P_2$ into a number of cost equivalent processors when the cost per load of $P_1$ is higher than that of $P_2$. (b) The total computing cost $C_{\text{total}}$ against the number of splits.
Figure 9: (a) Splitting $P_1$ and/or $P_2$ into a number of cost equivalent processors when the computing speed of $P_1$ is faster than that of $P_2$. (b) The processing finish time $T_f$ against the number of splits.