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ABSTRACT Backpropagation of utility is one of the five methods for neuro-control. Its goal is to provide a series of control signals to maximize a utility function over time. In this paper, we demonstrate how to use the basic backpropagation and backpropagation through time algorithms as fundamental building blocks for backpropagation of utility. Basically, the algorithm is composed of three subnetworks, the action network, model network, and an utility network or function. Each of these networks includes a feedforward and a feedback component. Pseudo-code for each component and a flow chart for the interaction of these components are included. To further illustrate the algorithm, we use backpropagation of utility for the control of a simple one-dimensional planar robot. We found that the success of the algorithm hinges upon a sufficient emulation of the dynamic system by the model network.

1 Introduction

Neurocontrol is defined as the use of neural networks to emit control signals for dynamic systems. Neural networks offer several advantages over conventional computing architectures [1]. Calculations are carried out in parallel yielding speed advantages and programming is done by training through examples. These networks are characterized by their learning and generalization capabilities and can be deployed as "black boxes" that map inputs to outputs with no explicit rules or analytic function [2]. The neural network "learns" the system model by training through a set of desired input-output patterns. Their inherently parallel architecture and trainability make neural networks attractive candidates for fast, real-time control with unknown dynamic models.

The most dominant form of neural networks used is the multi-layer backpropagation network [3, 4, 5]. It is a hierarchical design consisting of fully interconnected layers of
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neurons [6]. The weights associated with each neuron are updated by taking the gradient of the total squared error with respect to the weights and performing a gradient search of the weight space [7]. Errors are propagated backwards through the network, hence the name back-propagation. Despite its popularity, the main drawback of the basic backpropagation algorithm is its slow convergence rate. Various efforts are made to increase the rate of convergence, e.g., the Delta-Bar-Delta Rule [8]. By incorporating memory from previous time periods into current outputs, Werbos developed a more sophisticated version of the basic backpropagation algorithm, known as backpropagation through time [9]. In our previous work, we found that by combining the backpropagation through time algorithm with the Delta-Bar-Delta rule, the neural network provides more robust and faster learning [10].

Almost all neural network applications in robot control involve the incorporation of one or more backpropagation (basic or through time) neural networks into the controller [11]-[21],[22]-[28]. Different approaches exist in the method of incorporating the neural network into the controller and of training and adaptation [11]. Among these approaches, there are five basic schemes: the supervised control, direct inverse control, neural adaptive control, back-propagation of utility, and adaptive critic networks. Werbos [27] provided a detailed summary of the five schemes including the pros and cons of each method. In this report, our objective is to illustrate the theory of Backpropagation of Utility through a simple example, the control of a 1-D planar robot.

This report is organized as follows: Section 2 is a review of all the basic equations for the backpropagation algorithms (both the basic and the through time versions), including the delta-bar-delta rule for speeding up convergence. A simple network with six neurons is used to illustrate the validity of the equations. Then in Section 3, we show how these equations are used as fundamental building blocks for the Backpropagation of Utility algorithm. Section 4 illustrates how the algorithm is used for the control of a 1-D planar robot. It includes first a failed attempt and later a successful one. Finally, conclusions and a summary are included in Section 5.
2 Basic Equations

In this section, we present the basic equations for backpropagation and backpropagation through time algorithms. A simple example is used to illustrate the validity of these equations. For expository convenience, we assume there are $m$ inputs, $n$ outputs, $h$ hidden nodes, and $T$ training samples. The training inputs are presented to the network as $X_i(t), \quad i = 1, \ldots, m, \quad t = 1, \ldots, T$ and the corresponding desired outputs are $Y_i(t), \quad i = 1, \ldots, n, \quad t = 1, \ldots, T$. The detailed of the algorithm can be found in [9]. For the reader’s convenience, they are also summarized here.

2.1 Basic Backpropagation Algorithm

The backpropagation algorithm is simply a tool for calculating the derivative of a function. The network equations consist of the feedforward and feedback components. During the feedforward mode, the network calculates an estimated output $\hat{Y}$ as a function of the inputs and the weights associated with the neurons. An error function is then produced by comparing $\hat{Y}$ with the desired output $Y$. In the feedback mode, the gradients of this error with respect to the weight space are identified. Subsequently, the weights are updated through the steepest decent method. More specifically, for training samples, $t = 1, \ldots, T$, the feedforward equations are:

\[
x_i(t) = X_i(t) \quad 1 \leq i \leq m
\]

for $i = m + 1$ to $i = m + h + n,$

\[
\begin{align*}
\text{net}_i(t) &= \sum_{j=1}^{h} W_{ij} x_j(t) \\
x_i(t) &= \sigma(\text{net}_i(t)) \\
\hat{Y}_i(t) &= x_{m+h+n}(t) \quad 1 \leq i \leq n
\end{align*}
\]

The error of the network is obtained by comparing the actual and the desired outputs.

\[
E = \sum_{t=1}^{T} E(t) = \frac{T}{T} \sum_{t=1}^{T} \sum_{i=1}^{n} 0.5(\hat{Y}_i(t) - Y_i(t))^2
\]
where \( \hat{Y}_i(t) \) is the output of the neural network and \( Y_i(t) \) is the desired outputs. This error is feedback to the network. The error gradient \( F.W_{ij} \) with respect to each weight, \( W_{ij} \), is calculated with the feedback equations:

For training samples, \( t = 1, \ldots, T \), the feedback equations are:

\[
F.\hat{Y}_i(t) = \frac{\partial E}{\partial \hat{Y}_i(t)} = \hat{Y}_i(t) - Y_i(t) \quad i = 1, \ldots, n
\]  

\[
F.x_i(t) = F.h_i(t) + \sum_{j=1}^{m+n} W_{ij} * F.net_j(t) \quad i = m + 1, \ldots, m + n + 1
\]

\[
F.net_i(t) = s'(net_i) * F.x_i(t)
\]

\[
F.W_{ij} = \sum_{i=1}^{T} F.net_i(t) * x_j(t) \quad i, j = 1, \ldots, m + H + n
\]

where \( s(z) \) is the sigmoidal transfer function and \( s'(z) \) is the derivative of \( s(z) \). Also, \( s(z) = \frac{1}{1 + e^{-t}} \)

\[
s'(z) = s(z) * (1 - s(z))
\]

Once \( F.W_{ij} \) (the gradient of \( E \) with respect to \( W_{ij} \)) is calculated, each weight is updated according to:

\[
\text{New } W_{ij} = W_{ij} - \alpha * F.W_{ij} \quad i, j = 1, \ldots, m + H + n
\]

where \( \alpha \) is a constant called the learning rate.

### 2.2 An Example

In this section, we use a small network to illustrate the equations presented in Section 2.1 and to demonstrate that the backpropagation algorithm is simply a tool for derivative calculation. Consider the network with \( m = 1 \) input node, \( n = 1 \) output node, and two hidden layers each with two neurons. The network is layered and there is no connections for nodes of the same layer. The network with the weights associated at each node is shown in Figure 1.

According to Equations 2, the feedforward equations are:
The idea of backpropagation is to adjust the weights $W_{21}, W_{51}, \ldots, W_{65}, W_{65}$ such that $\hat{Y}(t)$ is close to the desired $Y(t)$. To achieve this goal, we need to find the gradient of the error function with respect to the weights. From Equation 4, the error function is:

$$E = \sum_{t=1}^{T} (\hat{Y}_t(t) - Y(t))^2$$

Using the Equations 6, for $t = 1, \ldots, T$, the backward equations are:

- $F_{\hat{Y}_1(t)} = \hat{Y}_1(t) - Y(t)$
- $F_{x_6(t)} = F_{\hat{Y}_1(t)}$
- $F_{net_6(t)} = s'(net_6(t)) * F_{x_6(t)}$
- $F_{x_5(t)} = W_{64} * F_{net_6(t)}$
- $F_{net_5(t)} = s'(net_5(t)) * F_{x_5(t)}$
- $F_{x_4(t)} = W_{63} * F_{net_5(t)}$
- $F_{net_4(t)} = s'(net_4(t)) * F_{x_4(t)}$
- $F_{x_3(t)} = W_{63} * F_{net_4(t)} + W_{65} * F_{net_5(t)}$
- $F_{net_3(t)} = s'(net_3(t)) * F_{x_3(t)}$
- $F_{x_2(t)} = W_{42} * F_{net_4(t)} + W_{52} * F_{net_5(t)}$
- $F_{net_2(t)} = s'(net_2(t)) * F_{x_2(t)}$
- $F_{x_1(t)} = W_{21} * F_{net_1(t)} + W_{31} * F_{net_3(t)}$
- $F_{net_1(t)} = s'(net_1(t)) * F_{x_1(t)}$
Once the $F_{net}$ are known, the error gradient with respect to the different weights are:

$$F_{W_{21}} = \sum_{t=1}^{T} F_{net_1}(t) \ast x_1(t)$$
$$F_{W_{31}} = \sum_{t=1}^{T} F_{net_2}(t) \ast x_2(t)$$
$$F_{W_{41}} = \sum_{t=1}^{T} F_{net_3}(t) \ast x_3(t)$$
$$\vdots$$
$$F_{W_{61}} = \sum_{t=1}^{T} F_{net_5}(t) \ast x_5(t)$$
$$F_{W_{65}} = \sum_{t=1}^{T} F_{net_6}(t) \ast x_6(t)$$

The weights are then adjusted according to

$$\text{New } W_{ij} = W_{ij} - \alpha \ast F_{W_{ij}}, \quad i, j = 1, 2, \ldots, 6$$

To verify that $F_{W_{ij}}$ indeed corresponds to $\frac{\partial E}{\partial W_{ij}}$, we calculate the gradient directly from the forward equations. As an example, consider $\frac{\partial E}{\partial W_{21}}$.

$$\frac{\partial E}{\partial W_{21}} = \sum_{t=1}^{T} \frac{\partial E}{\partial Y_{i}(t)} \frac{\partial Y_{i}(t)}{\partial W_{21}}$$

(11)

where

$$\frac{\partial E}{\partial Y_{i}(t)} = [\bar{Y}_{i}(t) - Y_{i}(t)] = F_{Y_{i}(t)}$$

$$\frac{\partial Y_{i}(t)}{\partial W_{21}} = \frac{\partial Y_{i}(t)}{\partial W_{i}} \frac{\partial W_{i}}{\partial W_{21}}$$

(12)
Hence substituting Equations 12 to Equation 11, we have

\[
\frac{\partial E}{\partial W_{ij}} = \sum_{t=1}^{T} \left[ F.Y_t(t) s'(net_i(t)) \left( W_{64} s'(net_4(t)) W_{42} s'(net_2(t)) x_i(t) \right) \right. \\
\left. + W_{65} s'(net_5(t)) W_{52} s'(net_2(t)) x_i(t) \right] \\
= \sum_{t=1}^{T} \left[ \frac{F.net_4(t) W_{64} s'(net_4(t)) W_{42} + F.net_5(t) W_{65} s'(net_5(t)) W_{52}}{F.net_i(t)} \right] s'(net_2(t)) x_i(t) \\
= \sum_{t=1}^{T} \left[ \frac{F.net_4(t) W_{42} + F.net_5(t) W_{52}}{F.net_i(t)} \right] s'(net_2(t)) x_i(t) \\
= \sum_{t=1}^{T} \frac{F.x_i(t) s'(net_2(t))}{F.net_i(t)} x_i(t) \\
= \sum_{t=1}^{T} F.net_i(t) x_i(t) = F.W_{21}
\]

The test of \( F.W_{ij} \) can be proved similarly. From these equations, we can see that the backpropagation algorithm is simply a tool for calculating the gradient of the error function with respect to the weight space.

### 2.3 Backpropagation Through Time Algorithm

Backpropagation through time was first proposed by Werbos [9]. It is basically an extension of the basic backpropagation algorithm but consider also memory from previous time periods.

Mathematically, this is implemented through the introduction of a second set of weights \( W' \).

In our version of the backpropagation through time algorithm, we associated a weight \( W' \) at each hidden and output node. A more general version that includes a \( W' \) for each connection can be found in [9]. In our version, the second equation of the feedforward equations (Eq 2) is replaced by:

\[
net_i(t) = \sum_{j=1}^{i-1} W_{ij} x_j(t) + W'_{i0} x_i(t-1), \quad m < i \leq m + H + n
\]  

(13)

And the second equation of the feedback equations (Equation 6) is replaced by:

\[
F.x_i(t) = F.Y_{m-H}(t) + \sum_{j=m+1}^{m+n} W_j x_j(t-1) + W'_{i0} \ast F.net_i(t-1) \\
+ w_i \ast F.net_i(t + 1)
\]

(14)
For adaptation of the \( W' \),
\[
F \cdot W'_i = \sum_{j=1}^{L} F \cdot \text{net}_i(t) \cdot x_i(t)
\]
\[
\text{New } W'_i = W'_i - \beta \cdot F \cdot W'_i
\]
\( i = m + 1, \ldots, m + H + 1 \) \hspace{1cm} (15)

where \( \beta \) is the constant learning rate for \( W' \).

### 2.4 Delta-Bar-Delta Rule

To improve the convergence speed of the steepest descent/ascent method, Jacob proposed the delta-bar-delta algorithm [8]. Basically, the algorithm is a special case of the Adaptive Learning Rate (ALR) discussed in [27]. Every weight of the network is given its own learning rate and that the rates change with time. According to [8], the learning rate update rule is:

\[
\Delta \alpha_i(t) = \begin{cases} 
\kappa & \text{if } \delta_i(t-1) \delta_i(t) > 0 \\
-\phi \alpha_i(t-1) & \text{if } \delta_i(t-1) \delta_i(t) < 0 \\
0 & \text{otherwise.}
\end{cases}
\] \hspace{1cm} (16)

where
\[
\delta_i(t) = F \cdot W_i \\
\tilde{\delta}_i(t) = (1 - \phi) \delta_i(t) + \phi \tilde{\delta}_i(t-1) \\
\alpha_i(t) = \alpha_i(t-1) + \Delta \alpha_i(t)
\]

In these equations, \( \delta_i(t) \) is the partial derivative of the error with respect to \( W_i \) at time \( t \) and \( \tilde{\delta}_i(t) \) is an exponential average of the current and past derivatives with \( \theta \) as the base and time as the exponent[8]. If the current derivative of a weight and the exponential average of the weight’s previous derivatives possess the same sign, the learning rate for that weight is incremented by a constant \( \kappa \). If the current derivative of a weight and the exponential average of the weight’s previous derivatives possess opposite signs, the learning rate for the weight is decremented by a proportion \( \phi \) of its current value [8].

As discussed in [14], we found the best result comes from a combination of the back-propagation through time algorithm with the delta-bar-delta rule. In this case, \( \beta_i(t) \), the learning rate for \( W'_i \) also changes with time. More specifically,

\[
\Delta \beta_i(t) = \begin{cases} 
\kappa & \text{if } \gamma_i(t-1) \gamma_i(t) > 0 \\
-\phi \beta_i(t-1) & \text{if } \gamma_i(t-1) \gamma_i(t) < 0 \\
0 & \text{otherwise.}
\end{cases}
\] \hspace{1cm} (17)
where
\[ \gamma(t) = F \cdot W_t, \]
\[ s_i(t) = (1 - \theta) \gamma_i(t) + \theta s_i(t-1), \]
\[ \beta(t) = \beta(t-1) + \Delta \beta(t). \]

3 Backpropagation of Utility Algorithm

The backpropagation of utility was first proposed by Werbos [28]. The objective of the algorithm is to provide a set of action or control signals to a dynamic system to maximize a utility function over time. The utility function can be total energy, cost-efficiency, smoothness of a trajectory, etc. For expository convenience, we assume the notation \( X(t) \) for system state at time \( t \), \( u(t) \) for the control signal, and \( U(t) \) for the utility function which is usually a function of the system state.

The system is composed of three subsystems, an Action network, a Model network, and a Utility network, which can often be represented as a performance function. The Action network is responsible for providing the control signal to maximize the utility function. This goal is achieved through adaptation of the internal weights of the action network. Such adaptation is accomplished through steepest descent with iterations. For each iteration, there are the feedforward and feedback components. In the feedforward mode, the Action network outputs a series of control signals, \( u(t), t = 1, \ldots, T \) whereas adaptation of the internal weights is accomplished through the feedback mode.

The Model network provides an exact emulation of the dynamic system in a neural network format. Its function is two-folded: (i) in the feedforward mode, it predicts the system state \( X(t + 1) \) for a given system state \( X(t) \) and control signal \( u(t) \) at time \( t \); and (ii) in the feedback mode, it inputs the derivative of the utility function \( U(t) \) with respect to the system state \( X(t) \) and outputs the derivative of the utility with respect to the control signal, i.e., \( \frac{\delta U(t)}{\delta X(t)} \) which is used for the adaptation of the action network. The Utility network, on the other hand, provides a measure of the system performance \( U(t) \) as a function of the system state, \( X(t) \). In the feedforward mode, it calculates a performance value \( U(t) \) and in the feedback mode, it identifies \( \frac{\delta U(t)}{\delta X(t)} \) which is used by the Model network.
The basic idea is that assuming we have an exact model of the system formulated as a neural network (the Model network), we can use the backpropagation method to calculate the derivative of the utility function with respect to the control signal from the action network, i.e., \( F_u(t) = \frac{du(t)}{dx(t)} \). Such derivative is then used to calculate the gradient of the Utility with respect to the internal weights of the action network. Figure 2 shows a block-diagram representation of the system. The dashed lines represent the feedback mode, or derivative calculations.

The successful application of backpropagation of utility hinges upon an accurate Model network that represents the system. The establishment of such a Model network is accomplished through training with the basic backpropagation and backpropagation through time algorithms. Once an accurate Model network is obtained, the internal weights of the Action network is adapted to output a series of desired control actions, according to the flow chart in Figure 3. In this flow-chart, Action, Model, Utility represent the feedforward components of the corresponding networks whereas F_Utility, F_Model, F_Action are the feedback components. The details of the construction of the Model network and the adaptation of the Action networks are included in the following subsection.
3.1 Training of the Model Network

The establishment of a Model network that represents the system is accomplished through training with either the basic or the backpropagation through time algorithm combined with Jacob’s delta-bar-delta rule discussed in Section 2.3.

First, a sufficient number of training samples, $T_M$ must be obtained. These training samples consist of $m_M$ inputs ($X_M(t)$, $i = 1, \ldots, m_M$, $t = 1, \ldots, T_M$), and $n_M$ desired outputs ($Y_M(t)$, $i = 1, \ldots, n_M$, $t = 1, \ldots, T_M$). The objective of a trained Model network is to emulate the dynamic system. In the feedforward mode, it outputs the system state $X(t + 1)$ at time $t + 1$ for a given system state $X(t)$ and control signal $u(t)$ at time $t$. That is, $X_M(t)$ consists of $X(t)$ and $u(t)$ and $Y_M(t)$ is composed of the system state $X(t + 1)$ at time $t + 1$. For expository convenience, we assume there are $H_M$ hidden nodes. A pseudo-code for training the Model network with backpropagation through time algorithm is presented in Table 1. The version for the basic algorithm can be obtained by setting $W' = 0$ for all nodes at all times.

3.2 Adaptation of the Action Network

Upon completion of training of the Model network, we are ready for the adaptation of the Action network. In this stage, we adapt the weights of the Action network to output a series of desired control action $u_i(t)$, $i = 1, \ldots, n$ for time period $t = 1, \ldots, T$. Again, the system state is $X(t)$, $i = 1, \ldots, m$ and the initial system state $X_i(t = 1)$ is known for all $i$. This adaptation process is accomplished through a number of iterations and is best described through the flow-chart shown in Figure 3.

There are basically six fundamental building blocks, Action, Model, and Utility in the feedforward mode; and $F$.Utility, $F$.Model, and $F$.Action in the feedback model. For each iteration, in the feedforward mode, a series of predicted control signals $u(t)$ for $t = 1, \ldots, T$ are provided by the Action routine. These control signals are inputs to the
Assume $m_M, n_M, N_M, H_M, T_M, X_M, Y_M$ as defined in Section 2.
For $i, j = 1, \ldots, N_M + n_M$
$W_{ij}$, are randomly distributed between $\pm 1$, $\delta_{ij} = 0$.
Also, $W_{ij} = 0$ for nodes $i, j$ in the same layer and is fixed for all iterations.
Initiate, $W_{ij} = \gamma_i = \gamma_j = 0$ for $i = m_M + 1, \ldots, N_M + n_M$.

for (Iteration = 1 to Maximum Iteration)
{
Step 1: for ($t = 1$ to $T_M$)
\quad for $i = 1$ to $i = n_M$
\quad for $i = m_M$ to $i = N_M + n_M$
\begin{align*}
netM_i(t) &= \sum_{j=1}^{n_M} W_{ij} x_M_i(t) + W_{ij} x_M_i(t - 1) \\
x_M_i(t) &= s(\text{netM}_i(t))
\end{align*}

Step 2: Compute the Error, $E_M$.
\begin{align*}
E_M &= \sum_{i=1}^{T_M} E_M(t) = \sum_{i=1}^{T_M} \sum_{i=1}^{n_M} 0.5 [Y_M_i(t) - Y_M_i(t)]^2
\end{align*}

Step 3: for ($t = T_M$ to $t = 1$)
\begin{align*}
\text{for } (i = 1 \text{ to } i = n_M) & \quad F \cdot \hat{Y}_M_i(t) = \hat{Y}_M_i(t) - Y_M_i(t) \\
\text{for } (i = N_M + n_M \text{ to } i = n_M + 1) & \quad F \cdot x_M_i(t) = \hat{Y}_M_i(t - H_M) + \sum_{j=1}^{n_M + H_M} W_{M j} \cdot \text{netM}_j(t) + W_{ij} \cdot \text{netM}_i(t - 1) + \text{netM}_i(t) \cdot F \cdot x_M_i(t)
\end{align*}

Step 4: for $i, j = 1, \ldots, N_M + n_M$, compute
\begin{align*}
(i) & \quad F \cdot W_{M j}(i) = \delta_{ij} = \sum_{i=1}^{T_M} F \cdot \text{netM}_i(t) \cdot x_M_i(j(t)); \quad \Delta \alpha_{ij} = \kappa \quad \text{if } \delta_{ij} > 0 \\
& \quad -\phi_{ij} \quad \text{if } \delta_{ij} < 0 \\
(ii) & \quad \Delta \delta_{ij} = \kappa \quad \text{if } \gamma_i \gamma_j > 0 \\
& \quad -\phi_{ij} \quad \text{if } \gamma_i \gamma_j < 0 \\
& \quad \text{otherwise.}
\end{align*}

Step 5: for $i = m + 1, \ldots, n + H + n$, compute
\begin{align*}
(i) & \quad F \cdot W_{M i}(i) = \gamma_{i} = \sum_{i=1}^{T_M} F \cdot \text{netM}_i(t) \cdot x_M_i(i); \quad \Delta \beta_{i} = \kappa \quad \text{if } \gamma_i \gamma_j > 0 \\
& \quad -\phi_{ij} \quad \text{if } \gamma_i \gamma_j < 0 \\
& \quad \text{otherwise.}
\end{align*}

Step 6: New $W_{M j}(i) = W_{M j}(i) - \alpha_{ij} \cdot F \cdot W_{M j}(i); i, j = 1, \ldots, n + H + n$
New $W_{M i}(i) = W_{M i}(i) - \beta_{i} \cdot F \cdot W_{M i}(i); i = m + 1, \ldots, N_M + n_M$

Table 1: A Pseudo-Code for Training of Model Network.
Figure 3: A Flow-Chart for Adaptation of Action Network.
Model routine which outputs the next system state $X(t+1)$. This system state is then used to calculate the Utility function.

In the feedback mode, the training samples are traversed backward. Since the Utility function is normally an explicit function of the state system, we can usually obtain $F_X(t) = \frac{\partial U(t)}{\partial X(t)}$ analytically. The value $F_X(t)$ is then input to the routine F.Model which corresponds to the feedback component of the model network. F.Action is the next routine which takes the output $F.u(t) = \frac{\partial U(t)}{\partial W}$ from the F.Model routine to calculate the gradient of the Utility function with respect to the weight-space, i.e., $F.W_{ij} = \frac{\partial U(t)}{\partial W_{ij}}$ and $F.W_i' = \frac{\partial U(t)}{\partial W'_i}$ for all weights $W_{ij}$ and $W'_i$ of the Action network. Once the effect of all training samples are accounted for in $F.W$ and $F.W'$, delta-bar-delta rule is used to update the weights, $W$ and $W'$, and the system is ready for the next iteration.

Note that, for simplicity, in Figure 3 we use a predefined value $Max$ to determine the number of iterations. However, this is not always the best strategy, other stopping criteria such as a predefined utility value can also be used to determine the number of iterations. Pseudo-codes for these building blocks are included in Tables 2 to 5.

4 An Example: 1-D Robot Control

As an example, we consider a simple planar manipulator with one rotational joint (Figure 4). We assume, without loss of generality, that the robot links can be represented as point-masses concentrated at the end of the link. The link mass and length are respectively: $M = 0.1 \text{ kg}$.
Assume \( m \) inputs, \( n \) outputs, \( H \) hidden nodes, \( T \) samples, and \( N = m + H \).

**Inputs:**
- \( X(t) \) system state at time \( t \) \( i \in \{1, \ldots, m\} \)
- \( W_{ij} \) internal weights \( i, j \in \{1, \ldots, N + n\} \)
- \( W_{ij}^p \) internal weights \( i, j \in \{m + 1, \ldots, N + n\} \)

**Outputs:**
- \( z_i(t) \) internal state \( i \in \{1, \ldots, N + n\} \)
- \( Y_i(t) = u_i(t) \) control signals \( i \in \{1, \ldots, n\} \)

**Action** \((X(t), W, W^p, z(t), Y(t))\)

\[
\begin{align*}
\text{Step 1: for } (i = 1 \text{ to } i = m) & \quad z_i(t) = X_i(t) \\
\text{Step 2: for } (i = m \text{ to } i = N + n) & \quad \begin{cases} 
\text{net}_i(t) = \sum_{j=1}^{m} W_{ij} z_j(t) + W_{ij}^p z_i(t-1) \\
\text{act}_i(t) = s(\text{net}_i(t)) 
\end{cases} \\
\text{Step 3: for } (i = 1 \text{ to } i = n) & \quad Y_i(t) = u_i(t) = x_{(i+N+m)}(t)
\end{align*}
\]

**Table 2:** A Pseudo-Code for Subroutine Action.

Let \( m, n, T, X(t), u(t) \) be defined in Table 2.

**Inputs:**
- \( X_M(t) \) contains \( X(t) \) and \( u(t) \)
- \( W_M(i) \) resultant weights after training \( i \in \{1, \ldots, N_M\} \)
- \( W_M^p(i) \) resultant weights after training \( i \in \{m + 1, \ldots, N + n\} \)

**Outputs:**
- \( z_M(t) \) internal state of Model network \( i \in \{1, \ldots, N_M + n\} \)
- \( \hat{Y}_M(t) \) outputs to Utility function \( i \in \{1, \ldots, N_M\} \)

**Model** \((X_M(t), W_M, W_M^p, z_M(t), \hat{Y}_M(t))\)

\[
\begin{align*}
\text{Step 1: for } (i = 1 \text{ to } i = m_M) & \quad z_M(t) = X_M(t) \\
\text{Step 2: for } (i = m_M \text{ to } i = N_M + n) & \quad \begin{cases} 
\text{net}_M(t) = \sum_{j=1}^{m} W_{ij} z_M(j(t) + W_{ij}^p z_M(i(t-1) \\
\text{act}_M(t) = s(\text{net}_M(t)) 
\end{cases} \\
\text{Step 3: for } (i = 1 \text{ to } i = n_M) & \quad \hat{Y}_M(t) = \hat{Y}_M_{i=M+n}(t)
\end{align*}
\]

**Table 3:** A Pseudo-Code for Subroutine Model.
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Let \( m, n, T, X(t), u(t) \) be defined in Table 2, and \( m_M = m + n, n_M = m \).
Assume \( H_M \) hidden nodes, and \( N_M = H_M + n_M \).

**Inputs:**
- \( F.X_i(t) \) from \( F.\text{Utility} \) \( i \in \{1, \ldots, n_M\} \)
- \( z_M(t) \) internal state of Model network \( i \in \{1, \ldots, N_M + n_M\} \)
- \( W_{M}(i) \) resultant weights after training \( i, j \in \{1, \ldots, N_M + n_M\} \)
- \( W'_M(i) \) resultant weights after training \( i, j \in \{m + 1, \ldots, N_M + n_M\} \)

**Outputs:**
- \( F.u_i(t) = \frac{W'_M(i)}{\sum_i W'_M(i)} \) \( i \in \{1, \ldots, n\} \)

\[ F.\text{Model}(F.X(t), W_M, W'_M, z_M(t), F.u_i(t)) \]

1. **Step 1:** for \( i = 1 \) to \( i = N_M \)
   - \( F.X_M.i(t) = 0.0 \)
2. **Step 2:** for \( i = 1 \) to \( i = N_M \)
   - \( F.X_M(NM+i)(t) = F.X_i(t) \)
3. **Step 3:** for \( i = N_M + n_M \) to \( i = 1 \)
   - \[ F.X_M.i(t) = F.X_M.i(t) + \sum_{j=M+i}^{NM+M} W_{M+i}(j) \cdot F.net_M.j(t) \]
   - \[ + W'_M(i) \cdot F.net_M.(i + 1) \]
   - \[ F.net_M.i(t) = d(z(t), s_i) \cdot F.X_M.i(t) \]
4. **Step 4:** for \( i = 1 \) to \( i = n \)
   - \( F.u_i(t) = F.X_M.n+i \)

**Table 4:** A Pseudo-Code for Subroutine \( F.\text{Model} \).

---

Let \( m, n, T, X(t), u(t) \) be defined in Table 2.
Assume \( H_M \) hidden nodes, and \( N_M = H_M + n_M \).

**Inputs:**
- \( F.u_i(t) \) from \( F.\text{Utility} \) \( i \in \{1, \ldots, n\} \)
- \( x_i(t) \) internal state of Action network \( i \in \{1, \ldots, N + n\} \)
- \( W_i(t) \) internal weights \( i, j \in \{1, \ldots, N + n\} \)

**Outputs:**
- \( F.W_i(t) = \frac{W_i(t)}{\sum_i W_i(t)} \) \( i \in \{1, \ldots, N + n\} \)

\[ F.\text{Action}(F.X(t), W_M, W'_M, x_M(t), F.u_i(t)) \]

1. **Step 1:** for \( i = 1 \) to \( i = N \)
   - \( F.x_i(t) = 0.0 \)
2. **Step 2:** for \( i = 1 \) to \( i = n \)
   - \( F.x(N+i)(t) = F.u_i(t) \)
3. **Step 3:** for \( i = N + n \) to \( i = 1 \)
   - \[ F.x_i(t) = F.x_i(t) + \sum_{j=N+i}^{N+n} W_{i+j}(j) \cdot F.net_i.(j + 1) \]
   - \[ F.net_i.(i) = x_i(t) \cdot (1 - x_i(t)) \cdot F.x_i(t) \]
   - \[ F.W_{i+j}(j) \cdot F.net_i.(j) \]
   - \( F.W_{i+j} = F.W_{i+j} + F.net_i.(j) \cdot x_i(t) \) \( j = 1, \ldots, n \)
4. **Step 4:** for \( i = 1 \) to \( i = n \)
   - \( F.u_i(t) = F.x_M.n+i \)

**Table 5:** A Pseudo-Code for Subroutine \( F.\text{Action} \).
\[ r(t) = M \left( L^2 \ddot{\theta}(t) + M g L \cos(\theta(t)) \right) \]  \hspace{1cm} (18)

where \( g = 9.81 \text{ m/s}^2 \) is the gravitational constant.

For illustrative purposes, we further simplify Equation 18 by substituting
\[
\ddot{\theta}(t) \approx \frac{\theta(t) - \theta(t-1)}{\Delta t} \\
\dot{\theta}(t) \approx \frac{\dot{\theta}(t) - \dot{\theta}(t-1)}{\Delta t}
\]
into the equation. The resultant equation is a non-linear function of \( \dot{\theta}(t) \) only, assuming \( \theta(t-1) \) and \( \dot{\theta}(t-1) \) are known at time \( t \). More specifically,
\[
r'(t) = r(t) + M \frac{L^2 \dot{\theta}(t-1)}{\Delta t} + M \frac{L^2 \ddot{\theta}(t-1)}{\Delta t} \approx M \frac{L^2 \dot{\theta}(t)}{\Delta t} + M g L \cos(\theta(t)) \]  \hspace{1cm} (19)

We emphasize that Equation 19 is a simplified representation of the actual system. It reduces the system into a function of a single variable, \( \theta(t) \). Such simplification allows us to gain insights into the theory of Backpropagation of Utility. Our objective is to produce a forecast of control signals, \( r'(t) \) and eventually \( r(t) \) for the dynamic system described in Equation 19 to move from some initial angle, \( \theta_0 \) to the final position, \( \theta_f \), in a specific amount of time with sampling period \( \Delta t = 0.2 \text{ seconds} \). We assume the initial joint velocity and acceleration are \( \dot{\theta}(t = 0) = \ddot{\theta}(t = 0) = 0 \). The desired trajectory \( \theta_d(t) \) at various sampling points is specified by the user.

Since our objective here is tracking control, we use the utility function
\[
U(t) = \sum_{t=1}^{T} \frac{1}{2} \left( \theta(t) - \theta_d(t) \right)^2 \]  \hspace{1cm} (20)

where \( \theta(t) \) is the actual joint angle at time \( t \) and is also the system state \( X(t) \). In other words, \( m = n = 1 \). As described in Section 3, application of the Backpropagation of Utility algorithm involves first, training of the Model network and then adaptation of the Action network. In the training of the Model network, \( r'(t) \) is the input and \( \theta(t) \) is the output. That is, \( m_M = n_M = 1 \).
For adaptation of the Action network, there are the feedforward and feedback components (Section 3.2 and Figure 3). In the feedforward mode, the input of the Action network is $X(t) = \theta(t)$, its output is $u(t) = \tau(t)$ which is used for the Model network to determine the system state at time $t+1$, i.e., $X(t+1) = \theta(t+1)$. After a series of $u(t)$ is produced, in the feedback mode, the gradient of the utility with respect to system state is:

$$\frac{\partial U(t)}{\partial X(t)} = \frac{\partial U(t)}{\partial \theta(t)} = \theta(t) - \theta_d(t).$$

This result is used by the Model network (F,Model routine) to determine

$$\frac{\partial U(t)}{\partial u(t)} = \frac{\partial U(t)}{\partial \theta(t)} \frac{\partial \theta(t)}{\partial \tau(t)} = (\theta(t) - \theta_d(t))F.u(t)$$

which in turn is used to determine $\frac{\partial U(t)}{\partial W_i}$, the gradient of the utility with respect to the weight space, $W_i$ in the Action network.

In the implementation of the Backpropagation of Utility algorithm, we found that the success of the algorithm hinges upon how accurate the Model network can emulate the inverse dynamic system given by Equation 19. To gain insights in the problem, Figure 5 shows the inverse dynamic system by plotting $\theta(t)$ as a function of $\tau(t)$. Once trained, the subroutine
Model will provide θ(t) for any given r(t) in the feedforward mode. In the feedback mode, F_u(t) = \frac{∂x(τ)}{∂w(t)} = \frac{200}{k(τ)} is identified by the Model network through the subroutine F_Model.

In our initial attempt, we tried to train the Model network very accurately for a few points to emulate the function depicted in Figure 5. More specifically, we use a two-layer Model network with H_M = H_M = 5 neurons in each layer. The input and output layer each has n_M = n_M = 1 neuron. We use the backpropagation algorithm outlined in Table 1 (with W’ = 0 for all nodes at all times) for training the Model network with T = 5 sampling points equally spaced over θ_0 = 0.1 to θ_f = π radians. Since the sigmoid function (Equation 8) is used as transfer function, the desired outputs must be between 0 and 1. From our experimentation, we found that learning is more efficient, if the desired output is scaled between ymin = 0.1 and ymax = 0.9. That is, for training of the Model network, the input and desired output sampling points are:

X_M(t) = \frac{M(t) θ(t) + M g L cos(θ(t))}{1 + e^{θ(t) - θ_0}}

Y_M(t) = \frac{θ(t) - θ_F}{θ_f - θ_0} (ymax - ymin) + ymin

where θ(t) = θ_0 + t * δθ, t = 0, . . . , T − 1 and δθ = (θ_f − θ_0)/(T − 1). With this small number of training samples (T = 5), the network is able to train very accurately in the forward mode. However, when we use this trained Model network to calculate the feedback component F_u(t) = \frac{∂x(τ)}{∂w(t)} = \frac{200}{k(τ)} (using the F_Model routine), we found that the results are not accurate and consequently, the backpropagation of utility algorithm does not work. We attribute this failure to insufficient sampling points.

To obtain an adequate representation of the system, we need to train the Model network with sufficient number of sampling points and good accuracy. In this case, we use a bigger network with two hidden layers and 30 hidden nodes in each layer. Figures 6 and 7 show the results for training with T = 100 samples over the entire possible range of r(t). Both the forward and backward components have good accuracy. Figure 6 plots the error |θ_d(t) − θ(t)| vs. r(t). This error ranges from approximately, 10^{-4} to 10^{-6}. The error for the backward component |F_u_{desired} − F_u_{actual}| is the difference between the output of the F_Model routine and that of the desired value. Such errors versus r(t) is plotted in Figure 7. Again, the accuracy is good. The error ranges, approximately, from 10^{-2.5} to 10^{-5}.
Figure 6: Error in the Feedforward Component of Model Network (100 Training Points).

Figure 7: Error in the Feedback Component of Model Network (100 Training Points).
With the Model network successfully trained, we are ready for the adaption of the Action network as outlined in Figure 3. As an example, we adapt the action network to generate a series of control signal $\tau(t)$ to drive the 1-D robot from $\theta_0 = 0.1$ to $\theta_f = \pi$ in 4 seconds with a sampling period of 0.2 second. That is, a total of 20 control signals $\tau'(t)$ are required. We use a two-layer Action network with 10 nodes in each hidden layer and the backpropagation through time algorithm (with adjustment of the $W'$ weight in the Action network).

Figure 8 shows the total error $\sum_{t=0}^{t_{end}} |\tau'(t) - \tau_d(t)|$ ( $\tau'(t)$ is the predicted value from the Action network and the $\tau_d(t)$ is the desired value) versus the number of iterations. Figure 9 plots the difference between the desired and the actual $\tau'(t)$ generated by the Action network over the entire period. Note that, unlike basic supervised control, the Backpropagation of Utility algorithm does not require the desired value $\tau_d(t)$ be available to the Action network. They are used here only to illustrate the performance of the action network. These figures show clearly that the weights of the action network is adapting to generate a forecast of the desired control signals based solely on the feedback signals $P_o(t)$ from the F_Model routine.
5 Conclusions

Backpropagation of Utility is one of the five methods for neuro-control. Its goal is to provide a series of control signals to maximize a utility function. In this paper we demonstrated how to use the basic backpropagation and backpropagation through time algorithms as building blocks for the backpropagation of utility algorithm.

Basically, the algorithm is composed of three subnetworks, the Action network, Model network and the Utility network which sometimes can be represented as a simple Utility function. Each of these networks has the feedforward components Action, Model and Utility and the feedback components F.Action, F.Model and F.Utility, respectively. The interaction of these components can best be described in the flow chart of Figure 3. To further illustrate the algorithm, we use the algorithm to control a 1 – D planar robot. We showed that the success of the algorithm hinges upon a sufficient emulation of the dynamic system by the model network (both the Model and F.Model routines). Pseudo computer-codes for all routines and basic equations for each building block are also included.
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