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Abstract

The literature on word synchronization and framing of block coded binary transmission systems is reviewed in depth, with specific references to an extensive bibliography. Particular attention is paid to the use of comma-free codes derived from linear codes without added redundancy in such a way that the error control properties of the codes are fully retained. The review is directed towards the use of these techniques in a two-way system with feedback, and includes a discussion of the special considerations which arise in this application.

It is shown that all these techniques involve a substantial loss of ultimate information rate, and/or a substantial increase in system complexity over that required for error control alone. A modification of the comma-free codes is suggested in which iterated codes are employed to provide a sync grating intermediate between digit and word sync. This is shown to avoid much of the added complexity of comma-free codes, but at an additional cost in information rate. The report concludes with a brief discussion of still another technique which as yet has received too little attention. With this approach one does not seek absolute sync protection in the absence of channel errors, rather, one seeks highly reliable sync protection with the statistics of both source and channel taken into account.
I. INTRODUCTION AND GENERAL SYSTEMS REMARKS

A mathematical model of a decision-feedback system in which both channels are subject to deep fades or bursts of errors is indicated in Figure 1. The system is protected by the use of a fixed length, binary, linear, error detecting code in conjunction with a word retransmission policy. The influence of the channel disturbances on the appropriate bit synchronization and symbol decoding procedures is reflected in the statistics of the channel model, given in Figure 2. For convenience we assume that the forward and feedback channel statistics are identical and that any interchannel correlation of fading is negligible. The feedback accept/reject reply (A→L, R→O) is encoded as a single information bit in a specified (near future) code word of forward transmission on the alternate channel. Appropriate measures are taken to avoid the R→A and to recognize the A→R feedback errors, which could otherwise lead to considerable performance deterioration [23,24].

The most obvious additional requirement of the given system is that in order to extract the information bits contained in any regenerated binary sequence, the receivers must be able to distinguish successive code groups. This paper addresses itself to the word synchronization problem. In general what is required is that some single position in a received sequence be identified with respect to the word structure of the code. The remaining digits in that and in successive words may then be identified by simple counting. Due to the nature of the receiver—it attempts to generate binary digits at all times, even when no transmission is taking place—the first transmitted digit cannot be used for this purpose. Some special synchronizing
When the channel is in either (a) the Good or (b) the Bad State, the transmitted digits are independently subject to the given digit error probabilities.
signal, one that is unambiguously recognizable at the receiver, must be sent initially in order to fix the "counting origin". This initial signal will suffice only if the subsequent counting operation is accurate for the duration of the transmission. For high reliability it is generally necessary to periodically supply the receiver with word synchronization information [1]. Indeed, in many applications, some synchronization information is sent along with each word group that is transmitted [23]. In the system described, a fade of reasonable duration generally has a detrimental effect on the bit synchronizing procedure, the result being that bit gains or losses are often sustained during a blackout. Since these occur at unpredictable times it becomes desirable that synchronization information be made available to the receiver on a more continuous basis. In general, a substantial amount of word synchronization information is included with the data being transmitted; the precise nature and amount being determined as a compromise between the "cost" of transmitting and extracting such information and the desired reliability of operation.

There are several essential differences between feedback and feed-forward-only systems that bear on this discussion. The availability of a feedback link represents an improvement over feedforward-only systems in terms of synchronization. When, for example, the receiver has an indication that he is operating asynchronously, he may request explicit synchronization confirmation or re-synchronization information. Thus there is a possibility of decreasing the amount of built-in protection against asynchronous operation
that is ordinarily required\textsuperscript{1}. However, feedback also presents additional problems. For example, the one-to-one correspondence that exists between an accepted (or rejected) word and its associated feedback reply must be maintained at all times throughout the system. In the system considered, the receiver must reply to each (presumably unacceptable) word transmitted during the bad state in order that it be repeated. The loss or gain of a word due to the loss of correct synchronization will result in the transmitter applying feedback replies incorrectly. Such errors have a pronounced effect on system reliability and, if necessary, protection must be provided. This is effectively a problem of maintaining gross synchronization during a fade--i.e. keeping within the "recovery margin" of the synchronization scheme used--and occurs regardless of the word synchronization procedure invoked\textsuperscript{2}. For most of the conceivable word sync procedures, synchronization must always be within one-half a code word in either direction of the correct position in order that, upon regaining sync, no loss or gain of words occurs. If necessary, an artificial procedure must be invoked to provide this gross synchronization during the bad state. The general nature of such a scheme might be as follows: there is some limit to the number of consecutive word retransmissions that can be requested before a code word is "likely" to be lost or gained. This limit must be estimated and when reached, a special sync pattern (designed to resynchronize the system under the appropriate conditions) automatically requested.\textsuperscript{3} Finally, notice that in a feedforward

\textsuperscript{1} More sophisticated utilization of the potential of feedback with respect to word synchronization has generally heretofore received little attention in the literature.\textsuperscript{2} Generally the sync procedure is designed on the basis of the good state; sync during the bad state is maintained by extrapolation of some previous sync position using a clock.\textsuperscript{3} Procedures have been developed which correct certain bit losses or gains by the periodic addition of special symbols to the data stream [27]. Some of these results, if extended, may be applicable to the above situation.
only system, one measure of the worth of any synchronization scheme (both word and bit) is the rapidity with which correct synchronization can be reestablished if lost, e.g. when emerging from a noisy state. Available information may be lost while synchronization is being established. In a feedback system, however, repeats can be requested until synchronization is re-established with only a slight loss in through-put rate. Thus, in general, minimum time for resynchronization is not as critical. (However, in systems of the type being considered, the resynchronization time must be specified as a small fraction of the expected continuous duration of the good state and may in fact be quite small).

The above remarks illustrate that, with respect to word synchronization, the availability of a feedback link presents both interesting possibilities and new problems. Furthermore, many of the criteria used to evaluate a synchronization procedure undergo a modification or shift in emphasis which is traceable directly to either the addition of a return channel or the change in reception technique from error correction to error detection.

II. REVIEW OF SOME WORD SYNCHRONIZATION PROCEDURES

A variety of word synchronization methods, originally proposed for a feedforward or a feedback channel with fixed statistics, can be considered for adaptation to the given system. A brief summary of some of these methods will be given. For the more obvious and expensive procedures, a few remarks indicating the general techniques involved will be sufficient for the needs of this paper; the reader will find detailed information in the indicated references. A more subtle approach, which at first sight appears considerably less costly and thus more desirable, will be examined in greater detail.
In response to the question, "What can be added to the data being transmitted that will enable the receiver to mark blocks correctly?", a number of framing procedures have evolved. In one method, a special symbol—a signal added to, and distinct from, the original channel signal alphabet—is used to indicate the beginning of blocks. The signal is transmitted immediately before each block, and recognition at the receiver establishes synchronization. In the case at hand, this symbol would be neither a one nor a zero, but a third kind of digit.

As one alternative to the employment of a distinct additional symbol, the waveform representing the first bit of each word could be modified to indicate synchronization. For example, in certain systems amplitude modulation of the first bit in each word has been used [34].

A second alternative is the use of a short sequence of binary digits transmitted periodically or placed as a prefix to each word. Synchronization is then obtained upon recognition of this pattern. The use of such a sequence has been investigated from various viewpoints:

(a) The effect of certain specified system parameters (such as channel error rate, allowable probability of false synchronization and of failure to synchronize to a signal actually sent) on the pattern lengths, composition, and the frequency of pattern transmission required for suitable operation, has been analysed [1]. In a similar fashion, more optimum procedures with respect to frequency of pattern transmission, implementation, and time to obtain synchronization have been established for particular situations [33].
A synchronizing sequence--to be transmitted before each code word--may be chosen first and the other digits which are used in code blocks constrained to keep the synchronizing pattern from appearing within a block or code word. The constraints result in a set of \( z \)-tuples called a "prefix synchronized encoding" since each word contains the pattern as prefix. The length and content of the pattern can be chosen so as to make the number of code words satisfying the constraints as large as possible subject to the upper bound fixed by demanding that each word (including prefix) contain a given number of message digits [10]. With appropriate procedures, the encoding can be used to maintain word synchronization. However, such an encoding generally has poor distance properties and is neither linear nor systematic. Thus, both inadequate error control ability (correction/detection) and implementation difficulties are encountered. Some improvement of this situation may be achieved by a judicious choice of additional (stronger) constraints which, in effect, specify a more systematic subset of the original encoding. In this case, a representative word from the encoding will have the form

\[
\text{A-} \cdots \text{A} \quad \text{B} \quad \text{x} \quad \text{x} \quad \text{x} \quad \text{B} \quad \text{x} \quad \text{x} \quad \text{x} \quad \cdots \text{B} \quad \text{x} \quad \text{x}
\]

where \( \text{A} \) is the synchronizing pattern, the \( \text{B} \)'s are digits specified by the additional constraints, and the digits labeled \( \text{x} \) represent unrestricted digits. The unrestricted digits may be taken from the source without further encoding. Although more systematic, this type of encoding still has rather poor error control ability. One possible improvement is to first encode the
source for error control (for example, into a linear code), and then use this result to fill the unrestricted digits. However, in this case the synchronizing A-tuple is not protected against channel errors. This can be remedied by reversing the suggested procedure. The source fills the unrestricted digits in the prefix synchronized encoding (subset). The resulting z-tuples are then encoded for error control—transformed into \((n,z)\) linear code words for instance—so that the synchronizing pattern receives the same protection as the source information. However, the output of the error control encoder will then have to be operated on in order to restore the word synchronizing property.\(^4\) This scheme has been investigated and proven useful in terms of a two-way radio link [14].

(c) One can attempt to reverse the role of constraining and constrained elements given above. The block code or class of codes to be used is selected first, and a suitable synchronizing pattern is sought. In the case of binary orthogonal codes [29]\(^5\), this approach led to the discovery that, with appropriate changes, but no additions, these codes possess the form of prefix synchronized encodings; hence, they have word synchronizing ability. While the original approach was from the "additive" point of view mentioned previously, the results indicate the comparatively subtle possibility of transforming useful codes (without using the explicit redundancy of a prefix) in order to secure derivative codes with synchronizing ability. This technique will be discussed further on in more detail.

Except for the results on orthogonal codes, all of the preceding methods require the sacrifice of information transmitting ability in order to maintain word synchronization; available power and channel time (or other considerations) are constrained. Since the parity checks may resemble the synchronizing prefix, they cannot be ignored. This is particularly true for repeated start sequences.

---

4. Since the parity checks may resemble the synchronizing prefix.
5. These codes are not necessarily linear. See [26].
bandwidth) that might otherwise be used to transmit information must be used to transmit synchronizing symbols or patterns, thus lowering the information rate, generally without any improvement in error control ability, and at the same time often demanding somewhat more complex decoding procedures. A much more desirable situation would be one in which some method was available that allowed for a continuous stream of digits to be received, and words separated, with no synchronization signal necessary. In this case, although some implicit trade-off with respect to other system parameters might be expected, the more exorbitant "price" of the previous methods would be avoided. The particular method to be considered here is that of using a recently discovered subclass of the so called comma-free codes to maintain word synchronization.

If a sequence of block code words, each of length \( n \), is transmitted in the absence of noise, the receiver is confronted with a sequence of the form

\[ \ldots d_n a_1 a_2 a_3 \ldots a_n b_1 b_2 \ldots b_n c_1 c_2 \ldots c_n \]

It is evident that if the possible overlap words are not code words, then code words may be delineated by merely comparing all possible consecutive sequences of \( n \) digits against the code dictionary. In this case, knowing only the code in use, the receiver can place word commas himself with no additional information required. A code possessing the above property is referred to as comma-free. More precisely, if

\[ a_1 a_2 a_3 \ldots \ldots a_n \quad \text{and} \quad b_1 b_2 b_3 \ldots \ldots b_n \]

are any two (not necessarily distinct) code words from a code dictionary, the code is said to be invulnerable to synchronization at position \( r \) if the
sequence
\[ a_{n+1}a_{n+2}a_{n+3} \ldots a_nb_1b_2b_3 \ldots b_r \]

is not a code word. If a code is invulnerable at all positions \( r=1,2, \ldots, n-1 \), then it is comma-free.

In order for comma-free codes to prove useful in maintaining word synchronization in a system which encompasses a noisy channel, at least two additional properties are required:

1) Because of additive errors, the comma positions are no longer uniquely specified. Some reliable statistical procedure for the estimation of commas must be available, with a relatively simple implementation.

2) Since the set of comma-free elements or words effectively replaces a code for the system, both error control ability and ease of code implementation are also required.

Work on comma-free codes began from a constructive point of view [5,12,13], and while sets of comma-free words were evolved, they generally had little error control ability and did not possess simple algebraic properties. Both analysis and implementation proved difficult, if not impossible. While many qualitative features of comma-free codes—such as the maximum dictionary size for given \( n \) were investigated, no reasonably general classes of useful codes were forthcoming. When approached from this point of view, the specifications of comma-freedom without added redundancy\(^7\), simple algebraic structure, reasonably general formulation, and ability to be used in such a fashion that a reasonable amount of error control is exhibited, appear too demanding.

---

\(^7\) The prefix synchronized encodings previously mentioned are generally comma-free. The prefix does not represent either information bits or parity bits.
The alternative, of starting with known codes which already possess structure and error control ability and attempting to derive comma-free sets, was eventually more fruitful. Since linear codes possess both error control ability and algebraic structure leading to simple mechanization, the comma-free property in any of these codes would prove very useful. However, one immediately notices that any dictionary that forms a group is not invulnerable to synchronization at any position since it contains the zero vector. In particular, no linear code is comma-free. Thus, a whole class of known and useful codes do not have the desired property. However, it has recently been pointed out that in many of these cases, although the code dictionary itself is not comma-free, the code may have one or more cosets that are comma-free or at least invulnerable in some positions. Thus, rather than use the code words as a basis for transmission, a comma-free coset of the code (if it exists) can be used with no loss in code error-combating ability (since a coset has the same distance structure) and with a word synchronization gain. Moreover, the precise relationship between code and coset is known, so that transitions from a string of code words to a string of coset words and vice-versa is known and easily accomplished. Finally, an apparently simple statistical estimation scheme for placing commas in the presence of noise is available. This word synchronization scheme, if applicable to a reasonably large class of useful linear codes, has all of the obvious requirements of a more ideal solution to the problem of providing word synchronization. In what follows, the results of a more detailed examination [32] of these comma-free codes is summarized. Particular attention is given to the "cost" 

8. The structure of linear codes (and the definition of coset) is given in [26].
9. Analogous results have been obtained for the general class of orthogonal codes. See [30].
of using such a scheme in the system previously outlined.

III COMMA-FREE ENCODINGS DERIVED FROM LINEAR CODES

The necessary and sufficient conditions for the existence of comma-free cosets of linear, binary codes have been given by Stiffler [28]. While his results apply in general, the extensive calculations which are encountered in investigating each code individually have been avoided only in the case of cyclic codes, by the establishment of the following:

Theorem: Any \((n,k)\) binary cyclic code has a coset, specified by coset leader \(c=(10000\ldots0)\), which is invulnerable to synchronization at all positions \(r\) which satisfy either of the inequalities
\[
    r \leq n-k-1 \quad \text{or} \quad n-r \leq n-k-1.
\]

Moreover, if \(k < (n-1)/2\), this coset is comma-free. If \(k > (n-1)/2\), no coset of the code is comma-free.

Figure 3 illustrates some results based on Stiffler's theorems for cyclic codes. As can be seen (and extrapolated) from Figure 3, this formulation generates a large class of comma-free or invulnerable codes, where each code satisfies the additional conditions that (2) it is systematic and (3) has significant error correction/detection ability, with (4) each word bit representing either an actual (source) information bit or a parity check bit.

In a general sense, these properties ensure the availability of comma-free codes for application in a variety of systems, their practical utility in terms of implementation and error control ability, and their low cost

10. This is not the only coset. For example, the theorem applies with \(c=(0000\ldots001)\). Other invulnerable or comma-free cosets also exist.
11. Relative to the conventional "additive" approaches which inject special sync symbols of some type and thus decrease the rate \(k/n\) without any contribution to the error control ability.
SHORT CYCLIC CODES AND COMMA FREEDOM

\( \times \): Code exists.
\( \# \): Code exists; number given is \( k/n \) for that code.
\( \boxed{} \): Code describable as Bose-Chaudhuri code.

Empty box indicates that no cyclic code exists for given values of \( k \) and \( n \).

All codes below the dark line have comma-free cosets.

All codes above the dark line have various degrees of invulnerability (see theorem).

Graph constructed by reducing \( x^n + 1 \) to irreducible factors. For example, \( x^5 + 1 = (x+1)(x+3)^2 \) over \( GF(2) \) where both factors are irreducible. Hence, there are only two generating functions for \( n=5 \). Note that \( g(x) = x+1 \) generates a \((5,4)\) cyclic code.
respect to the system's capability for reliable information transmission. Thus, as a class, cyclic codes$^{12}$ possess (implicitly) a great deal of synchronization ability. Approximately $\frac{1}{2}$ of the available codes possess comma-free cosets, and the majority of these codes have from reasonable to good correction/detection ability [26]. The remaining half of the cyclic codes possess invulnerability properties. The simple relationship between code and coset allows one to simultaneously take full advantage of the systematic error control properties of the linear code, and the synchronization properties of the coset.

However, the use of cyclic coset codes with a comma-free property limits the attainable transmission rate to less than one-half, i.e. as $n \to \infty$, $k/n \to \frac{1}{2}$. This limitation may or may not be severe, depending on the nature of the system in which the code is to be used. For example, to adequately protect a system (small $P_e$) it may be necessary to devote at least one-half of the bits in each word to parity bits. In this case, comma-freedom may be secured without further restricting the rate, since comma-free codes are available with a rate that is reasonably close to $\frac{1}{2}$ (even when a short length constraint is imposed as in Figure 3). If however, the required redundancy does not limit the rate to $\leq \frac{1}{2}$, then comma-freedom (if a cyclic code is used) may impose a somewhat severe rate constraint. If only invulnerability in a certain number of places is required, the rate constraint is considerably weaker; so much so that the rate constraints dictated by the required protection will usually dominate. In the case where comma-freedom is required and does impose a severe rate constraint if cyclic codes $^{12}$ The structure of cyclic codes is given in [26]. As can be seen, this subclass contains many codes of virtually all lengths, has a wide range of error control ability relative to both independent random errors and burst type errors, and represents codes which are among the easiest to mechanize.
are used, one can consider the possibility of employing a comma-free coset (if one exists) of a non-cyclic linear code of the desired size or consider the constraint as part of the price of obtaining the necessary synchronization. Once the total "cost" is ascertained, it may then be compared to that of the conventional "additive" approaches to determine which method is more desirable.

As indicated in Appendix I, reliable operation (negligible \( P_e \)) of the given system does not necessarily demand that one-half the bits in each word be devoted to check bits. However, in cases where equipment and calculation loading is to be minimized by a trade-off with transmission rates, a rate appreciably greater than \( \frac{1}{2} \) cannot be expected. Hence, if necessary one can attempt to use a comma-free coset of a cyclic code to provide word synchronization. Virtually any amount of invulnerability may also be secured at a negligible (initial) cost.

Thus, the price of securing comma-free or invulnerability properties for transmission is negligible in many cases. In the case of cyclic codes, the central restriction is a rate limitation which may or may not be "costly". In the case of non-cyclic linear codes, this restriction does not necessarily apply: the complications involved in any investigation in this area have precluded any general results. Indeed, the practical problem of determining linear, systematic, non-cyclic codes with comma-free cosets for codes of any appreciable length, is still unsolved.

The above, of course, does not indicate the "cost" of using such a procedure to maintain word synchronization.
IV THE USE OF COMMA-FREE CODES

By virtue of the comma-free property, when a sequence of words is received without error, the code words can be identified by comparing possible n-tuples against the code dictionary. Any sequence of $2n-1$ digits considered will contain only a single error-free word (n-tuple), namely the one for which synchronism is correct. However, under the assumption that additive errors occur on the channel, the comma-free property is not preserved. The transmitted elements of the comma-free coset are not necessarily received as elements of this comma-free coset; therefore, the comma positions may not be apparent. A statistical establishment of commas must be made according to some procedure such as the following:

The receiver chooses a synchronization position and observes several words. Each word is transformed from the coset back to the code by the addition of $c$ (the coset leader) and decoded into some code word according to the maximum likelihood criterion. The average number of errors per word for this synchronization position is calculated and recorded. The receiver then goes back to the original received sequence, shifts the assumed sync position (in a consistent search pattern), and repeats the process. After $n$ assumed synchronization positions (for an $(n,k)$ code) have been considered, the position with the lowest corresponding average error/word figure is taken as representing the true word synchronization. Decoding according to the desired criterion may then be undertaken. When invulnerability in several positions is in use, the same procedure applies except that the invalid (vulnerable) positions are excluded from consideration.
The cost involved in using a comma-free code with the above procedure can easily be seen to include the decoding—generally including correction—of every possible received n-tuple. At the receiver the synchronization information is in terms of the number of errors actually present in the n-tuple determined by any synchronization position \( SP=1,2,\ldots,n \). This information can be extracted only "on the average", requiring that for any fixed position the \( N \) previously received "words" be considered. The placing of commas necessitates the recognition and counting of these errors to a degree of accuracy commensurate with the desired reliability. In general, the reliability of the statistical estimation scheme considered depends on at least

(a) the number of errors contained in any overlap word due to the comma-free property. This in turn is dependent on the actual linear code used and the coset element which specifies the comma-free code.

(b) the number of errors induced in each overlap word by the channel. This is directly dependent on \( P_o \), the average per digit error rate.

(c) the recognition ability of the code in use and how this ability is used. This is a function of the distance structure of the code (minimum distance), the code parameters \( n \) and \( k \), and the designer's correlation between the decoding mode used and the actual counting procedure. For example, when any single errors are correctable and an unknown number and type of higher weight error patterns are detectable, some decision must be made on the contribution of each detection to the count.

(d) the sample size \( N \) which must be used to validate the contention that "on the average" the correct synchronization position contains fewer errors than any asynchronous position. This must be large enough so
that on the average for any asynchronous position the errors mentioned in (a) and (b) above add rather than cancel--and so distinguish the correct position (provided they are recognized and counted).

The precise nature of the scheme's dependence on these quantities is quite complex in general. However, in the extreme case of small error rate, a sample size of several words, and reasonable error recognition ability of the code, the correct comma positions are easily determined with a high degree of reliability. For high error rates, the synchronization information transmitted in terms of the comma-free code is not available at the receiver and the procedure breaks down, generally giving an incorrect indication. Although commas must be estimated continuously, various testing policies may be devised which guard against the use of results obtained under unfavorable circumstances (fade). During this time, synchronization is determined solely by a clock which was set by some previous reliable estimate and which will be corrected after emergence from the fade.

The implementation of this scheme requires that the several \((N)\) words used to compute each average be stored at the receiver. Moreover for each new bit received, a new average is computed. Thus the procedure requires the continuous processing and storage of several hundred \((nN)\) previously received bits. In addition, regardless of the synchronous decoding mode, care must be taken to ensure that the code used to protect the system has an amount of recognition (generally correction) ability sufficient to maintain a reliable comma estimating procedure. In general, the synchronous decoding mode may be independent of the decoding done for comma estimation, so that much of the equipment and calculation required is in addition to that
required for synchronous decoding. Finally, if synchronization is lost during a fade, the comma estimating procedure—which has a memory of \( N \) previously received words—in conjunction with the synchronization-correction testing procedure introduces a resynchronization delay of perhaps several hundred bits when emergence from the bad state occurs.

Notice that although the errors in word synchronization are confined to within \( \frac{1}{2} \) a code word length in either direction of the correct position, there are still \( n \) possible synchronization positions, so that comma-freedom is required to determine the correct position. Invulnerability can only be used if errors in synchronism are confined to some smaller fraction e.g. \( \frac{1}{4} \) \( n \) of a code word. Since \( n \) will usually be large, it is not unreasonable to assume that in the given system the synchronization errors are so confined, and that invulnerability can be used to maintain synchronization. However, it can be shown that although the calculations at the vulnerable positions are avoided, the equipment required for comma estimation in this case is the same. Thus, the comments given for comma-freedom largely apply, and the "price" of using this lesser amount of synchronization ability is substantially the same.

The "cost" involved in the above can vary widely from system to system. The code ability required and the decoding involved in placing commas may or may not be completely in excess of the system's synchronous code and decoding requirements. For example feedback system with simple detection-retransmission will require correction decoding for the comma estimations which would not be required for synchronous operation. However, even when the decoding mode of comma placement "matches" the system's syn-
chronous decoding mode—as in a simple feedforward-only system—only the decoding for SP=n is non-additional, since this represents synchronous decoding. In general, the comma estimating process and the fact that the information must be extracted "on the average", introduce somewhat expensive system additions.

A common ground for the comparison of these comma-free codes and the more conventional "additive" methods is difficult to find. Compared to the special sync pattern procedures, the comma-free approach demands considerably more work in order to determine the correct synchronism, since the sync-acquisition strategy is more involved. On the other hand, depending on the code size and redundancy required to protect the system, and the amount of synchronization ability desired, this approach may not require the sacrifice of information transmitting capability in order to maintain synchronization. Where this latter characteristic is a predominant system "desirable", the available comma-free codes should certainly be considered.

For example, the requirements of feedforward-only systems (significant redundancy, full correction decoding, et cetera) are compatible with the procedures necessary for the use of comma-free or invulnerable codes, so that the price paid for their synchronization ability is somewhat competitive. The structure of feedback systems, however, is much less compatible, and the use of these codes—while applicable in terms of providing synchronization—Involves rate constraints, implementation procedures, et cetera, which severely limit the area of profitable application. The conventional "additive" procedures have the distinct advantage of being applicable under virtually all circumstances, generally with comparable or less overall cost. In addition, the particular possible advantage of the comma-free approach—avoiding
an additional rate loss due to synchronization signals—is of somewhat less significance in the feedback context. In the above sense, the comma-free approach examined here certainly does not represent "the" solution to the word synchronization problem, especially with respect to feedback systems.

V ALTERNATIVE APPROACHES

With the above investigation as background, there are several closely related possibilities that should be investigated, the main endeavor being directed toward developing, if possible, a pseudo comma-free procedure for word synchronization (in particular, one that is better suited to the feedback system under consideration). The following represents a summary of an investigation of one alternative scheme [32]. Several other possible schemes are suggested and reference made to potential areas that have been largely neglected.

Two phenomena involved in the above use of comma-free codes lead to the difficulties mentioned. First, comma-freedom assures only that any overlap word to be decoded is not a code word. The distance of this overlap word from a true code word can not be specified in general, and in many overlaps this distance is minimal (one). The few errors in any single overlap could possibly be cancelled by channel induced errors so that the assumed position is likely to be mistaken for the correct one. This situation can only be avoided by considering that on the average over $N$ code words it becomes unlikely. Second, for all possible synchronization positions, many of the words examined in any $N$ word average could be expected to contain at least one error. Hence to distinguish the correct position more errors must be recognized and entered in the count, leading to correction mode decoding requirements. The avoidance of these two points would represent
a significant improvement of this method.

One possible scheme is to develop comma-free codes in which any overlap to be decoded differs from any true code word in at least $T$ positions, thus providing more synchronization information per bit or per word. For a small error rate, when any word determined by an incorrect synchronization position is decoded (after complementation) it will differ from a true code word by something close to $T$ errors. Hence, without the averaging procedure, its synchronization position is not likely to be mistaken for the correct synchronization position. The consequent storage, calculations and delay might be avoided or significantly reduced. However, in this case the count requires the recognition of almost all the errors contained in any $n$-tuple and hence the use of additional correction ability. The correction decoding might be avoided, while maintaining a good estimate of the actual number of errors present, by considering each word as a sequence of many smaller words, applying simple error detection to these smaller words, and adding the number of errors detected (each detection counting as a single error). Such a smaller synchronization mesh could be obtained by considering iterated codes.

The basis for the approach is found in the consideration of an iterated code word in matrix form (as at the left), where each row word is encoded as an $(n_1, k_1)$ code word, and each column word is encoded as an $(n_2, k_2)$ code word. The $(n_1, k_1)$ and $(n_2, k_2)$ codes are then chosen to be invulnerable and/or comma-free. Under certain conditions an iterated code coset may be formed which, as a code, has a "stronger" comma-free type property. One set of conditions on the
composition codes is the following (assuming cyclic composition codes):

1) Each code must contain the vector of all ones, and

2) Each code must have a coset which is either invulnerable in \( r \) positions or comma-free, and which is specified by 
   \( c=(1000\ldots0) \).

For example, it is easily shown that if (1) is satisfied and both the 
\((n_1,k_1)\) and the \(n_2,k_2\) codes have comma-free cosets, then the resulting 
\((n_1n_2,k_1k_2)\) iterated code has a coset specified by

\[
\xi = \begin{array}{cccccc}
1 & 0 & 0 & 0 & \ldots & 0 \\
0 & 1 & 1 & 1 & \ldots & 1 \\
\vdots & & & & & \\
0 & 1 & 1 & 1 & \ldots & 1
\end{array}
\]

(i.e. \( \xi \) is a member of the coset) which is comma-free in the "stronger" sense that any overlap of any two coset words differs from a true coset word by at least \( T=\min(n_1,n_2) \) positions. Thus the \((225,49)\) iterated code formed with the \((15,7)\) code as both the row and column codes, is comma-free of order \( T=15 \): since the \((15,7)\) contains the vector of all ones and has a comma-free coset \((k \leq (n-1)/2)\) specified by \( c=(100000000000000) \).

Thus, with respect to the iterated code coset specified by

\[
\xi = \begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 \\
\vdots & & & & & \\
0 & 1 & 1 & 1 & 1 & 1
\end{array}
\]

\( \xi \)

Every possible overlap "word" differs from any true coset word in at least

13. Condition (2) can be given in much more general form: i.e. cosets specified by \( c_1 \) and \( c_2 \), both arbitrary. As long as (1) is satisfied, the appropriate \( \xi \) can be formed. See [32].
15 places.

Similarly, row code comma-freedom and column code invulnerability can be combined to yield an iterated code which is invulnerable in the stronger $T=\min(n_1,n_2)$ sense: the number of invulnerable positions ($r_n$) depending on the invulnerability of the column code ($r$). For example, the (15,11) cyclic code can be shown to contain the vector of all ones. The code has a coset specified by \( c=(100000000000000) \) which is invulnerable to synchronization at all positions

\[ |r| \leq n-k-1 \]

i.e. at positions 1, 2, 3, 12, 13, and 14. The (225,77) iterated code formed with the (15,7) code as the row code and the (15,11) code as the column code has a coset specified by

\[
\begin{array}{cccccccccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\end{array}
\]

which possesses the "stronger" property that the iterated code coset is

(a) not only invulnerable to synchronization at all positions

\[ |r| \leq 45 \text{ i.e. synchronization positions } SP=1,2,3,\ldots,44, \]

45,180,181,\ldots,224,

but

(b) at any of these positions the overlap word considered differs from a coset word by at least 15 positions.

The requirement (1) stated previously is in fact not unduly severe. For cyclic codes, Figure 4 duplicates Figure 3 and indicates which of these codes satisfy condition (1). Every code designated in Figure 4 is eligible
FIGURE 4

SHORT CYCLIC CODES CONTAINING THE VECTOR

OF ALL ONES

\[ \text{Code exists but does not contain the vector of all ones.} \]

\[ \text{Code exists and contains the vector of all ones.} \]
as a composition code (with itself or other codes). Thus, the formulation yields a reasonable number of linear comma-free codes known to be of high order, and a large number of linear codes with the "stronger" invulnerability property.

The implementation of the above type codes in the given feedback system is easily accomplished. The "recognition and counting" of errors for the various sync-positions is performed on the sub-synchronization mesh defined by the iterated code—for example, simply by counting the number of rows and columns detected to be in error in each received iterated "word". Thus, correction mode decoding is avoided by detections based on shorter code words. The dependence of the comma estimating procedure on \( N \) previously received (iterated) words has been removed, with a consequent reduction in the storage and calculation requirements. Also, there is a substantial improvement with respect to resynchronization delay: in general at most one iterated word transmitted and received completely during the good state is required before resynchronization is expected to occur.

Finally, since more synchronization information is available at the receiver, the procedure is considerably more reliable than the previous one at higher rates.

Unfortunately, the development is inadequate in other respects. In general, the class of such codes does not include all codes specified by arbitrary values of \( n \) and \( k \)—since not all linear codes are admissible as composition codes. In terms of cyclic composition codes, the majority of which are admissible since they contain the vector of all ones and possess comma-free or invulnerability properties, the rate restrictions given for
these "simple"\textsuperscript{14} cyclic comma-free codes are amplified. Thus the derived
codes exist only for certain values of \(n\) and \(k\) and for small \(k/n\): the derived
iterated codes which are comma-free of order \(\min(n_1, n_2)\) necessarily have
\(k_1k_2/n_1n_2 < \frac{1}{4}\), while the invulnerable iterated codes necessarily have
\(k_1k_2/n_1n_2 < \frac{1}{2}\). Finally, little is known in general about the class of non-
cyclic linear codes which possess comma-free cosets. Thus a moderately large
class of codes which are readily seen to possess this "stronger" comma-free
property are very "costly" to use, while the investigation of another possible
class must be pursued on the basis of a trial and error examination of the
particular composition codes.

The search--among codes that are well suited to synchronous opera-
tion, e.g. cyclic codes--for codes that have desirable synchronization or
framing properties\textsuperscript{15}, has not been completed. Although one of the most
promising classes of such codes proposed to date has been shown to be some-
what inadequate\textsuperscript{16}, there are many remaining possibilities. For example, it
is clear that full comma-freedom is not necessary. In general, a code hav-
ing the property that most of the overlap words are not code words has
valuable framing ability. However, little work has been done in this area
of "almost" comma-free codes. The majority of investigations of comma-freedom
to date have been conducted on the deterministic basis of satisfying the
definition--while largely neglecting the statistical framework in which the
property is to be used. Linear codes per se have been by-passed with re-
spect to self synchronizing properties since the presence of the zero vector
violates the comma-free definition. However, in many cases, the probability
of having to transmit two consecutive zero vectors is quite small. In

\textsuperscript{14}. Refers to fact that the order is either minimal or unknown.
\textsuperscript{15}. These include not having special sync symbols.
\textsuperscript{16}. For example, we have seen that no cyclic code has a comma-free coset
unless \(k/n < \frac{1}{2}\).
addition, even when such a condition arises, the effect on the statistical comma-estimating procedure is generally not so great as to completely invalidate any results. The possibility of isolating and either removing or replacing "troublesome" vectors in "almost" comma-free codes could also be considered. The potential of "almost" comma-free codes with respect to synchronization, and that of linear codes with respect to "almost" comma-freedom has never really been evaluated. In the above sense, it is clear that all linear codes have some degree of synchronization ability. By definition, such a code has a logical structure that must be satisfied by each code word. In certain cases, one would expect that, on the average, this structure would be verified for correct synchronism and denied to some degree for asynchronous positions. In this sense, random linear codes have much more synchronization ability than, say, cyclic codes, since with high probability, overlap words in the latter case will be code words (a cyclic permutation of a code word is another code word). For random codes, the most desirable situation would seem to be one where the number of code vectors is small in relation to the total number of n-tuples appearing in the standard array, and the great majority of coset leaders (minimum weight in the coset) are high weight. Overlaps will then most often be non-code n-tuples which differ from code words by significant distances. However, since small weight error patterns are not in predominance, such a code may not be well suited for synchronous operation, and some compromise between error control and framing ability may be necessary. In terms of cyclic codes, the place to look is in the area of "reversible" transformations which yield a range space sufficiently removed from the cyclic structure;
so that significant sync ability (in the above sense) is possible. Some encouraging results in this area are already available [9]. Since a great number of potential transformations exist, more results should be forthcoming. In any case, it seems clear that the initial approach of starting with codes well suited to synch acquisition, and working toward codes effective in the synchronous mode, has been properly reversed.
APPENDIX I

ESTIMATE OF THE CODE REDUNDANCY REQUIRED

TO PROTECT THE SYSTEM UNDER CONSIDERATION

Let $P_e$ be the probability of decoding error, i.e. the probability that a code word is accepted at the receiver and incorrectly decoded. We require that $P_e$ be very small, ~$2^{-30}$ or $10^{-10}$. Let $S$ be the number of candidate synchronization positions available to the receiver. Clearly $\max(S) = n$, and for synchronous decoding $S = 1$. If synchronization errors are confined to less than $\frac{1}{2}$ a code word in either direction of the correct position, $S = n$.

$$P_e = P_G \cdot P(e/G) + P_B \cdot P(e/B)$$

where $P_G$ is the probability that the channel is in the good state and $P(e/G)$ is the probability of error given the good state.

We assume that the code to be used is chosen so that $P(e/G)$ is sufficiently small. In general this is a constraint on the code's error correcting or detecting ability in relation to the channel error statistics of the good state.

Assuming that $P_B$ is reasonably large, the code must be chosen so that

$$P(e/B) = P(\text{accept}/B) \cdot P(e/\text{accept},B) < 2^{-30}$$

To approximate this expression we assume that when the system is in the bad state ($P \sim \frac{1}{2}$), the receiver, after assuming some synchronization position, is essentially looking at a random sequence of words. Once he accepts a word it is equally likely to be any code word. Hence

$$P(e/\text{accept},B) = 1 - \frac{1}{2^n}$$

also

$\sim 30$.\text{--}
Therefore if the receiver can correct \( e \) or fewer errors (\( e = 0 \) for simple error detection), it is required that

\[
P(\text{accept}/B) = \sum_{i=0}^{e} \binom{n}{i} 2^k - \sum_{i=0}^{e} \binom{n}{i} 2^{-(n-k)} < 2^{-30}
\]

since the number of acceptable words is increased by virtue of the various possible synchronization positions.

(a) If complete comma-freedom is required in a detection retransmission system, \( S = n \) and

\[
P_e < n2^{-(n-k)} < 2^{-30}
\]

or

\[
(n-k) > 30 + \log_2(n)
\]

For \( n \) in the 100\( \leftrightarrow \)200 range, \( \log_2(n) \) is 7 or 8. Therefore, at most we require \( (n-k) > 40 \), i.e. 40 check bits per word. Theoretically, a large \( k/n \) is available by taking \( n \) (or \( k \)) sufficiently large. However, the storage and calculation (binary comparisons per word) requirements increase in proportion to \( k(n-k) \) [24]. For \( n \) in the range 100\( \leftrightarrow \)200, the possible \( k/n \) variation is .4\( \leftrightarrow \).7. Thus, if storage and calculation loading is to be minimized a \( k/n \) limitation of \( \frac{1}{2} \) (imposed by using a comma-free code) is not unduly severe. In general however, the system can operate reliably--with synchronization by any conventional "additive" method--at transmission rates considerably above this. Notice that the effect of uncertainty in synchronization contributes little (additive log term) in the determination of the required redundancy. The results are only slightly altered (less redundancy)
if several position invulnerability is required, or if a sync correction testing procedure narrows the candidate sync positions down to the single "extrapolated" one specified by the clock.

(b) If comma-freedom is required in a system that includes single error correction with the detection retransmission, then

\[ P_e n(1+n)2^{-n-k} \leq 2^{-30} \]

or

\[ (n-k) \geq 30 + \log_2(n) + \log_2(n+1) \leq 30 + 2\log_2(n) \]

For the same range of \( n \), \( 2\log_2(n)\sim 15 \) so that we require

\[ (n-k) > 15 \]

The associated possible variation of \( k/n \) is .35 .67. Again in certain cases, the system requirements (other than synchronization) may require that the code length be short, implying that the rate \( k/n \) is constrained to \( < \frac{1}{2} \).
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The Framing Problem in Block Coded Feedback Communications Systems

The literature on word synchronization and framing of block coded binary transmission systems is reviewed in depth, with specific references to an extensive bibliography. Particular attention is paid to the use of comma-free codes derived from linear codes without added redundancy in such a way that the error control properties of the codes are fully retained. The review is directed towards the use of these techniques in a two-way system with feedback, and includes a discussion of the special considerations which arise in this application. It is shown that all these techniques involve a substantial loss of ultimate information rate, and/or a substantial increase in system complexity over that required for error control alone. A modification of the comma-free codes is suggested in which iterated codes are employed to provide a sync grating intermediate between digit and word sync. This is shown to avoid much of the added complexity of comma-free codes, but at an additional cost in information rate. The report concludes with a brief discussion of still another technique which as yet has received too little attention. With this approach one does not seek absolute sync protection in the absence of channel errors, rather, one seeks highly reliable sync protection with the statistics of both source and channel taken into account.

A modification of the comma-free codes is suggested in which iterated codes are employed to provide a sync grating intermediate between digit and word sync. This is shown to avoid much of the added complexity of comma-free codes, but at an additional cost in information rate. The report concludes with a brief discussion of still another technique which as yet has received too little attention. With this approach one does not seek absolute sync protection in the absence of channel errors, rather, one seeks highly reliable sync protection with the statistics of both source and channel taken into account.
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